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Abstract

A family $\mathcal{R}$ of binary relations on a set $X$ will be called a relator on $X$, and the ordered pair $X(\mathcal{R}) = (X, \mathcal{R})$ will be called a relator space.

Each generalized topology $\mathcal{T}$ on $X$ can be easily derived from the family $\mathcal{R}_{\mathcal{T}}$ of all Pervin’s preorder relations $R_V = V^2 \cup V \times X$ with $V \in \mathcal{T}$.

For a subset $A$ of the relator space $X(\mathcal{R})$, we may briefly define

$$A^+ = \text{cl}_\mathcal{R}(A) = \bigcap \{R^{-1}[A] : R \in \mathcal{R}\},$$

$$A^+ = \text{int}_\mathcal{R}(A) = \text{cl}_\mathcal{R}(A^+) \setminus A.$$

Moreover, following some basic definitions in topological spaces, a subset $A$ of the relator space $X(\mathcal{R})$ may, for instance, be naturally called topologically

(1) regular open if $A = A^{++}$;
(2) preopen if $A \subseteq A^{+\circ}$;
(3) semi-open if $A \subseteq A^{+++}$;
(4) open if $A \subseteq A^{++\circ}$;
(5) $\beta$-open if $A \subseteq A^{++\beta}$;
(6) quasi-open if there exists $V \in \mathcal{T}_R$ such that $V \subseteq A \subseteq V^-$;
(7) pseudo-open if there exists $V \in \mathcal{T}_R$ such that $A \subseteq V \subseteq A^\ast$.

And, the family of all subsets $A$ of $X(\mathcal{R})$ may, for instance, be naturally denoted by $\mathcal{T}_R^\ast$ with $\kappa = r, p, s, \alpha, \beta, q$ and $ps$, respectively.

Here, we shall mainly be interested in the relationships and characterizations of the families $\mathcal{T}_R^\ast$. For instance, we shall prove the following assertions:

(1) If $\mathcal{R}$ is topological, then $\mathcal{T}_R^\ast = \mathcal{T}_R^{ps}$ Moreover, $A \in \mathcal{T}_R^\ast$ if and only if $A = V \cup B$ for some $V \in \mathcal{T}_R$ and $B \subseteq V^\ast$.
(2) If $\mathcal{R}$ is topological, then $\mathcal{T}_R^{ps} = \mathcal{T}_R^{ps}$ Moreover, if in addition $\mathcal{R}$ is topologically filtered, then $A \in \mathcal{T}_R^{ps}$ if and only if $A = V \cap B$ for some $V \in \mathcal{T}_R$ and $B \in \mathcal{D}_R$.
(3) If $\mathcal{R}$ is topological, then $\mathcal{T}_R^{ps} = \mathcal{T}_R^{ps} \cap \mathcal{T}_R^{ps}$. Moreover, if in addition $\mathcal{R}$ is topologically filtered, then $A \in \mathcal{T}_R^{ps}$ if and only if $A = V \setminus B$ for some $V \in \mathcal{T}_R$ and $B \in \mathcal{N}_R$.

Set-theoretic properties and some proximal and paratopological counterparts of the families $\mathcal{T}_R^\ast$ will be investigated in some subsequent papers.
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1. Introduction

If \( T \) is a family of subsets of a set \( X \) such that \( T \) is closed under finite intersections and arbitrary unions, then the family \( T \) is called a **topology** on \( X \), and the ordered pair \( (X, T) \) is called a **topological space**.

The members of \( T \) are called the **open subsets** of \( X \). While, the members of \( F = \{ A^c : A \in T \} \), where \( A^c = X \setminus A \), are called the **closed subsets** of \( X \). And, the members of \( T \cap F \) are called the **clopen subsets** of \( X \).

Since \( \emptyset = \bigcup \emptyset \) and \( X = \bigcap \emptyset \), we necessarily have \( \{ \emptyset, X \} \subseteq T \cap F \). If in particular \( T = \{ \emptyset, X \} \), then \( T \) is called **minimal (indiscrete)**.

While, if \( T \cap F = \{ \emptyset, X \} \), then \( T \) is called **connected** \cite[31]{174}.

For a subset \( A \) of \( X(T) \), the sets \( A^c = \operatorname{int}(A) = \bigcup T \cap \mathcal{P}(A) \),
\[ A^\circ = \operatorname{cl}(A) = \bigcap(A^c)^c \quad \text{and} \quad A^\uparrow = \operatorname{res}(A) = \operatorname{cl}(A) \setminus A \]
are called the **interior**, **closure and residue** of \( A \), respectively.

Thus, \( \cdot \) is a **Kuratowski closure operation** on \( \mathcal{P}(X) \). That is, \( \emptyset^\circ = \emptyset \), and \( - \) is **extensive**, **idempotent** and **additive** in the sense that, for any \( A, B \subseteq X \), we have \( A \subseteq A^\circ \), \( A^\circ = A^\circ \) and \( (A \cup B)^\circ = A^\circ \cup B^\circ \).

In particular, the members of the families
\[ D = \{ A \subseteq X : A^\circ = X \} \quad \text{and} \quad N = \{ A \subseteq X : A^\circ = \emptyset \} \]
are called the **dense and rare (nowhere dense) subsets** of \( X(T) \), respectively.

In 1922, a subset \( A \) of a closure space \( X(\cdot) \) was called **regular open** by Kuratowski \cite{87} if \( A = A^\circ \). With suitable operations, the family of regular open subsets forms a complete **Boolean algebra** \cite[p. 66]{64}.

In 1982, a subset \( A \) of \( X(T) \) was called **preopen** by Mashhour at al. \cite{102} if \( A \subseteq A^\circ \). However, by Dontchev \cite{50}, preopen sets, under various names, were much earlier studied by several mathematicians.

In 1964, Corson and Michael \cite{26} called a subset \( A \) of \( X(T) \) **locally dense** if it is a dense subset of some \( V \in T \), i.e., \( A \subseteq V \subseteq A^\circ \). Moreover, they noted that this property is equivalent to the inclusion \( A \subseteq A^\circ \).

This equivalence was later also stated by Jun at al. \cite{79}. Moreover, Ganster \cite{59} proved that \( A \) is preopen if and only if there exist \( V \in T \) and \( B \in \mathcal{N} \) such that \( A = V \cup B \). (See also Dontchev \cite{50}.)

In 1963, a subset \( A \) of \( X(T) \) was called **semi-open** by Levine \cite{94} if there exists \( V \in T \) such that \( V \subseteq A \subseteq V^\circ \). First of all, he showed that the set \( A \) is semi-open if and only if \( A \subseteq A^\circ \).

Moreover, he also proved that if \( A \) is a semi-open subset of \( X(T) \), then there exist \( V \in T \) and \( B \in \mathcal{N} \) such that \( A = V \cup B \) and \( V \cap B = \emptyset \). In addition, he also noted that the converse statement is false.

Levine’s statement closely resembles to a famous theorem of Hyers \cite{73} which says that an \( \varepsilon \)-approximately additive function of one Banach space to another is the sum of an additive function and an \( \varepsilon \)-small function.

Analogously to the paper of Hyers, Levine’s paper has also attracted the interest of a surprisingly great number of mathematicians. For instance, by the Google Scholar, it has been cited by 2901 works.

Moreover, the above statement of Levine was improved by Dlaska at al. \cite{47} who observed that a subset \( A \) of \( X(T) \) is semi-open if and only if there exist \( V \in T \) and \( B \subseteq \operatorname{res}(V) \) such that \( A = V \cup B \).

The latter observation was later reformulated, in a more convenient form, by Duszyński and Noiri \cite{51} who noted that a subset \( A \) of \( X(T) \) is semi-open if and only if there exists \( B \subseteq \operatorname{res}(A^\circ) \) such that \( A = A^\circ \cup B \).

In particular, in 1965 and 1971, Njastad \cite{110} and Isomichi \cite{75}, being not aware of the paper of Levine, studied semi-open sets under the names \( \beta \)-sets and **subcondensed sets**, respectively.

Moreover, Njastad called a subset \( A \) of \( X(T) \) to be **an \( \alpha \)-set** if \( A \subseteq A^\circ \). And, he proved that the set \( A \) is an \( \alpha \)-set if and only if there exist \( V \in T \) and \( B \in \mathcal{N} \) such that \( A = V \setminus B \).

In 1983, the subset \( A \) was called **\( \beta \)-open** by Abd El-Monsef et al. \cite{1} if \( A \subseteq A^\circ \). While, in 1986, Andrijević \cite{8} used the term **semi-preopen** instead of **\( \beta \)-open**.

Actually, Andrijević called a subset \( A \) of \( X(T) \) to be semi-preopen if there exists a preopen subset \( V \) of \( X(T) \) such that \( V \subseteq A \subseteq V^\circ \). And, he showed that this is equivalent to the inclusion \( A \subseteq A^\circ \).

In 1996, a subset \( A \) of \( X(T) \) was called **\( b \)-open** by Andrijević \cite{12} if \( A \subseteq A^\circ \cup A^\circ \). He proved that \( A \) is **\( b \)-open** if and only if there exist a preopen subset \( B \) and a semi-open subset \( C \) of \( X(T) \) such that \( A = B \cup C \).
In the present paper, we shall show that the above definitions and theorems on generalized open sets can be naturally extended not only to generalized topological and closure spaces, but also to relator spaces.

Relator spaces, introduced by the third author in [145, 154], are common generalizations not only of topological, closure and proximity spaces, but also those of ordered sets, context spaces and uniform spaces.

The necessary prerequisites on relators, which are certainly unfamiliar to the reader, will be briefly laid out in the subsequent preparatory sections which will also contain several new observations.

These sections may also be useful for all those readers who are not very much interested in the various generalizations of open sets having been studied recently by a great number of topologists.

2. A Few Basic Facts on Relations

A subset $F$ of a product set $X \times Y$ is called a relation on $X$ to $Y$. In particular, a relation on $X$ to itself is called a relation on $X$. And, $\Delta_X = \{(x, x) : x \in X\}$ is called the identity relation of $X$.

If $F$ is a relation on $X$ to $Y$, then by the latter definitions we can also state that $F$ is a relation on $X \cup Y$. However, for several purposes, the latter view of the relation $F$ would be quite unnatural.

If $F$ is a relation on $X$ to $Y$, then for any $x \in X$ and $A \subseteq X$ the sets $F(x) = \{y \in Y : (x, y) \in F\}$ and $F(A) = \bigcup\{F(x) : x \in A\}$ are called the images or neighbourhoods of $x$ and $A$ under $F$, respectively.

If $(x, y) \in F$, then instead of $y \in F(x)$ we may also write $x \mathrel{FY}$. However, instead of $F[A]$, we cannot write $F(A)$. Namely, it may occur that, in addition to $A \subseteq X$, we also have $A \in X$.

Now, the sets $D_F = \{x \in X : F(x) \neq \emptyset\}$ and $R_F = F[X]$ may be called the domain and range of $F$, respectively. If in particular $D_F = X$, then we may say that $F$ is a relation of $X$ to $Y$, or that $F$ is a non-partial relation on $X$ to $Y$.

In particular, a relation $f$ on $X$ to $Y$ is called a function if for each $x \in D_f$ there exists $y \in Y$ such that $f(x) = \{y\}$. In this case, by identifying singletons with their elements, we may simply write $f(x) = y$ instead of $f(x) = \{y\}$.

Moreover, a function $\star$ of $X$ to itself is called a unary operation on $X$. While, a function $*$ of $X^2$ to $X$ is called a binary operation on $X$. And, for any $x, y \in X$, we usually write $x^\star$ and $x*y$ instead of $\star(x)$ and $\star((x, y))$, respectively.

If $F$ is a relation on $X$ to $Y$, then a function $f$ of $D_F$ to $Y$ is called a selection function of $F$ if $f(x) \in F(x)$ for all $x \in D_F$. By using the Axiom of Choice, it can be shown that every relation is the union of its selection functions.

For a relation $F$ on $X$ to $Y$, we may naturally define two set-valued functions $\varphi_F$ of $X$ to $\mathcal{P}(Y)$ and $\Phi_F$ of $\mathcal{P}(X)$ to $\mathcal{P}(Y)$ such that $\varphi_F(x) = F(x)$ for all $x \in X$ and $\Phi_F(A) = F[A]$ for all $A \subseteq X$.

Functions of $X$ to $\mathcal{P}(Y)$ can be identified with relations on $X$ to $Y$. While, functions of $\mathcal{P}(X)$ to $\mathcal{P}(Y)$ are more general objects than relations on $X$ to $Y$. In [164, 170, 171], they were briefly called corelations on $X$ to $Y$.

However, if $R$ is a relation on $X$ to $Y$, $U$ is a relation on $\mathcal{P}(X)$ to $Y$, and $V$ is a relation on $\mathcal{P}(X)$ to $\mathcal{P}(Y)$, then it is better to say that $R$ is an ordinary relation, $U$ is a super relation, and $V$ is a hyper relation on $X$ to $Y$.

If $F$ is a relation on $X$ to $Y$, then $F = \bigcup_{x \in X} \{x\} \mathrel{F} (x)$. Therefore, the images $F(x)$, where $x \in X$, uniquely determine $F$. Thus, a relation $F$ on $X$ to $Y$ can also be naturally defined by specifying $F(x)$ for all $x \in X$.

For instance, the complement $F^c$ and the inverse $F^{-1}$ can be defined such that $F^c(x) = F(x)^c = Y \setminus F(x)$ for all $x \in X$ and $F^{-1}(y) = \{x \in X : y \in F(x)\}$ for all $y \in Y$. Thus, we also have $F^c = X \times Y \setminus F$.

Moreover, if in addition $G$ is a relation on $Y$ to $Z$, then the composition $G \circ F$ can be defined such that $(G \circ F)(x) = G[F(x)]$ for all $x \in X$. Thus, we also have $(G \circ F)[A] = G[F[A]]$ for all $A \subseteq X$.

While, if $G$ is a relation on $Z$ to $W$, then the box product $F \boxtimes G$ can be defined such that $(F \boxtimes G)(x, z) = F(x) \times G(z)$ for all $x \in X$ and $z \in Z$. Thus, we have $(F \boxtimes G)[A] = G \circ A \circ F^{-1}$ for all $A \subseteq X \times Z$ [162].

Hence, by taking $A = \{(x, z)\}$, and $A = \Delta_X$ if $Y = Z$, one can see that the box and composition products are actually equivalent tools. However, the box product can be immediately defined for any family of relations.

Now, a relation $R$ on $X$ may be briefly defined to be reflexive on $X$ if $\Delta_X \subseteq R$, and transitive if $R \circ R \subseteq R$. Moreover, $R$ may be briefly defined to be symmetric if $R^{-1} \subseteq R$, and antisymmetric if $R \cap R^{-1} \subseteq \Delta_X$.

Thus, a reflexive and transitive (symmetric) relation may be called a preorder (tolerance) relation. And, a symmetric (antisymmetric) preorder relation may be called an equivalence (partial order) relation.
For any relation $R$ on $X$, we may naturally define $R^0 = \Delta_X$ and $R^n = R \circ R^{n-1}$ if $n \in \mathbb{N}$. Moreover, we may naturally define $R^\infty = \bigcup_{n\in\mathbb{N}} R^n$. Thus, $R^\infty$ is the smallest preorder relation on $X$ containing $R$ [65].

For $A \subseteq X$, Pervin’s relation $R_A = A^2 \cup A^* \times X$, with $A^* = A \times A$, is an important preorder on $X$. While, for a pseudometric $d$ on $X$, Weil’s surrounding $B_r = \{(x, y) \in X^2: \; d(x, y) < r\}$, with $r > 0$, is an important tolerance on $X$. (See [176], [82, pp. 174–175] and [121], [98].)

Note that $S_A = R_A \cap R_A^{-1} = R_A \cap R_A^c = A^2 \cap (A^*)^c$ is already an equivalence relation on $X$. And, more generally if $A$ is a cover (partition) of $X$, then $S_{\partial A} = \bigcup_{A \in \mathcal{A}} A^2$ is a tolerance (equivalence) relation on $X$.

As an important generalization of the Pervin relation $R_A$, for any $A \subseteq X$ and $B \subseteq Y$, we may also naturally consider the Hunsaker-Lindgren relation $R_{(A,B)} = A \times B \cap A^* \times Y$ [71]. Namely, thus we evidently have $R_A = R_{(A,A)}$.

The Pervin relations $R_A$ and the Hunsaker-Lindgren relations $R_{(A,B)}$ were actually first used by Davis [45] and Császár [32, pp. 42 and 351] in some less explicit and convenient forms, respectively.

3. A Few Basic Facts on Relators

A family $\mathcal{R}$ of relations on one set $X$ to another $Y$ is called a relator on $X$ to $Y$, and the ordered pair $(X, Y)(\mathcal{R}) = ((X, Y), \mathcal{R})$ is called a relator space. For the origins of this notion, see [145, 154].

If in particular $\mathcal{R}$ is a relator on $X$ to itself, then $\mathcal{R}$ is simply called a relator on $X$. Thus, by identifying singletons with their elements, we may naturally write $X(\mathcal{R})$ instead of $(X, X)(\mathcal{R})$.

Relator spaces of this simpler type are already substantial generalizations of the various ordered sets [44] and uniform spaces [58]. However, they are insufficient for several purposes. (See, for instance, [62] and [154].)

A relator $\mathcal{R}$ on $X$ to $Y$, or the relator space $(X, Y)(\mathcal{R})$, is called simple if $\mathcal{R} = \{R\}$ for some relation $R$ on $X$ to $Y$. Simple relator spaces $(X, Y)(\mathcal{R})$ and $X(\mathcal{R})$ were called formal contexts and gosets in [62] and [166], respectively.

Moreover, a relator $\mathcal{R}$ on $X$, or the relator space $X(\mathcal{R})$, may, for instance, be naturally called reflexive if each member of $\mathcal{R}$ is reflexive. Thus, we may also naturally speak of preorder, tolerance, and equivalence relators.

For instance, for a family $\mathcal{A}$ of subsets of $X$, the family $\mathcal{R}_{\mathcal{A}} = \{R_A : \; A \in \mathcal{A}\}$, where $R_A = A^2 \cup A^* \times X$, is an important preorder relator on $X$. Such relators were first used by Pervin [121] and Levine [98].

While, for a family $\mathcal{D}$ of pseudo-metrics on $X$, the family $\mathcal{R}_{\mathcal{D}} = \{B_d : \; r > 0, \; d \in \mathcal{D}\}$, where $B_d = \{(x, y) : d(x, y) < r\}$, is an important tolerance relator on $X$. Such relators were first considered by Weil [176].

Moreover, if $\mathcal{E}$ is a family of partitions of $X$, then the family $\mathcal{R}_{\mathcal{E}} = \{S_{\mathcal{E}} : \; \mathcal{E} \in \mathcal{E}\}$, where $S_{\mathcal{E}} = \bigcup_{A \in \mathcal{E}} A^2$, is an equivalence relator on $X$. Such practically important relators were first investigated by Levine [96].

If $\star$ is a unary operation for relations on $X$ to $Y$, then for any relator $\mathcal{R}$ on $X$ to $Y$ we may naturally define $\mathcal{R}^\star = \{R^\star : \; R \in \mathcal{R}\}$. However, this plausible notation may cause some confusions whenever, for instance, $\star = \circ$.

In particular, for any relator $\mathcal{R}$ on $X$, we may naturally define $\mathcal{R}^\infty = \{R^\infty : \; R \in \mathcal{R}\}$. Moreover, we may also naturally define $\mathcal{R}^0 = \{S \subseteq X^2 : \; S^\infty \in \mathcal{R}\}$. Namely, thus the operations $\circ$ and $\circ$ form a Galois connection [44, p. 155].

While, if $\star$ is a binary operation for relations, then for any two relators $\mathcal{R}$ and $\mathcal{S}$ we may naturally define $\mathcal{R} \star \mathcal{S} = \{R \star S : \; R \in \mathcal{R}, \; S \in \mathcal{S}\}$. However, this plausible notation may again cause some confusions whenever, for instance, $\star = \cap$.

Therefore, in general, we rather write $\mathcal{R} \wedge \mathcal{S} = \{R \cap S : \; R \in \mathcal{R}, \; S \in \mathcal{S}\}$. Moreover, for instance, we also write $\mathcal{R} \Delta \mathcal{R}^{-1} = \{R \cap R^{-1} : \; R \in \mathcal{R}\}$. Note that thus $\mathcal{R} \Delta \mathcal{R}^{-1}$ is a symmetric relator such that $\mathcal{R} \Delta \mathcal{R}^{-1} \subseteq \mathcal{R} \wedge \mathcal{R}^{-1}$.

A function $\square$ of the family of all relators on $X$ to $Y$ is called a direct (indirect) unary operation for relators if, for every relator $\mathcal{R}$ on $X$ to $Y$, the value $\mathcal{R}^{\square}$ is a relator on $X$ to $Y$ (on $Y$ to $X$).

For instance, $c$ and $\partial$ are “inclusion operations” for relators. While, $\circ$ and $\circ$ are “projection operations” for relators. Moreover, the operation $\square = c$, $\circ$ or $\circ$ is inversion compatible in the sense that $\mathcal{R}^{\square \circ} = \mathcal{R}^{-1 \circ} \square$.

More generally, a function $\mathcal{G}$ of the family of all relators on $X$ to $Y$ is called a structure for relators if, for every relator $\mathcal{R}$ on $X$ to $Y$, the value $\mathcal{R} = \mathcal{G}(\mathcal{R})$ is in a power set depending only on $X$ and $Y$.

For instance, if $\text{cl}_\mathcal{S}(B) = \bigcap \{R^{-1 \circ} : \; R \in \mathcal{R}\}$ for every relator $\mathcal{R}$ on $X$ to $Y$ and $B \subseteq Y$, then the function $\mathcal{G}$, defined by $\mathcal{G}(\mathcal{R}) = \text{cl}_\mathcal{R}$, is a structure for relators such that $\mathcal{G}(\mathcal{R}) \subseteq \mathcal{P}(Y)^X$, and thus $\mathcal{G}(\mathcal{R}) \in \mathcal{P}(\mathcal{P}(Y)^X \times X)$.
A structure \( S \) is called increasing if \( R \subseteq S \) implies \( S_R \subseteq S_S \) for any two relators \( R \) and \( S \) on \( X \) to \( Y \). And, \( S \) is called quasi-increasing if \( R \in R \) implies \( S_R \subseteq S_R \) for any relator \( R \) on \( X \) to \( Y \). Note that here \( S_R = S(R) \).

Moreover, the structure \( S \) is called union-preserving if \( S(\bigcup_{i \in I} R_i) = \bigcup_{i \in I} S(R_i) \) for any family \( (R_i)_{i \in I} \) of relators on \( X \) to \( Y \). It can be shown that \( S \) is union-preserving if and only if \( S_R = \bigcup_{R \subseteq R} S_R \) for every relator \( R \) on \( X \) to \( Y \) [164].

In particular, an increasing operation \( \square \) for relators on \( X \) to \( Y \) is called a projection or modification operation for relators if it is idempotent in the sense that \( R \square \square = R \square \square \) holds for any relator \( R \) on \( X \) to \( Y \).

Moreover, a modification operation \( \square \) for relators on \( X \) to \( Y \) is called a closure or refinement operation for relators if it is extensive in the sense that \( R \subseteq R \) holds for any relator \( R \) on \( X \) to \( Y \).

By using Pataki connections [172], several closure operations for relators can be derived from union-preserving structures. However, more generally, one can also find first the Galois adjoint \( F \) of such a structure \( S \), and then take \( \square_3 = \delta \circ S \).

Now, for an operation \( \square \) for relators, a relator \( R \) on \( X \) to \( Y \) may be naturally called \( \square \)–finite if \( R \square = R \). And, for some structure \( S \) for relators, two relators \( R \) and \( S \) on \( X \) to \( Y \) may be naturally called \( S \)–equivalent if \( S_R = S_S \).

Moreover, for a structure \( S \) for relators, a relator \( R \) on \( X \) to \( Y \) may, for instance, be naturally called \( S \)–simple if \( S_R = S_R \) for some relation \( R \) on \( X \) to \( Y \). Thus, in particular singleton relators have to be actually called properly simple.

### 4. Structures Derived from Relators

**Definition 4.1.** If \( R \) is a relator on \( X \) to \( Y \), then for any \( A \subseteq X \), \( B \subseteq Y \) and \( x \in X \), \( y \in Y \) we define:

1. \( A \in \text{Int}_R(B) \) if \( R[A] \subseteq B \) for some \( R \in \mathcal{R} \);
2. \( A \in \text{Cl}_R(B) \) if \( R[A] \cap B \neq \emptyset \) for all \( R \in \mathcal{R} \);
3. \( x \in \text{int}_R(B) \) if \( \{x\} \in \text{Int}_R(B) \);
4. \( x \in \sigma_x(y) \) if \( x \in \text{int}_R(y) \);
5. \( x \in \text{cl}_R(B) \) if \( \{x\} \in \text{Cl}_R(B) \);
6. \( x \in \rho_x(y) \) if \( x \in \text{cl}_R(y) \);
7. \( B \in \mathcal{E}_R \) if \( \text{int}_R(B) \neq \emptyset \);
8. \( B \in \mathcal{D}_R \) if \( \text{cl}_R(B) = X \).

**Remark 4.2.** The relations \( \text{Int}_R \), \( \text{int}_R \), and \( \sigma_x \) are called the proximal, topological and infinitesimal interiors generated by \( R \), respectively. While, the members of the families, \( \mathcal{E}_R \) and \( \mathcal{D}_R \), are called the fat and dense subsets of the relator space \( (X, Y)(R) \), respectively.

The origins of the relations \( \text{Cl}_R \) and \( \text{Int}_R \) go back to Efremović’s proximity \( \delta \) [52] and Smirnov’s strong inclusion \( \subseteq \) [141], respectively. While, the convenient notations \( \text{Cl}_R \) and \( \text{Int}_R \), and family \( \mathcal{E}_R \), together with its dual \( \mathcal{D}_R \), was first explicitly introduced by the third author in [145, 150].

The following theorem shows that the big interior and closure are equivalent tools in a relator space.

**Theorem 4.3.** If \( R \) is a relator on \( X \) to \( Y \), then for any \( B \subseteq Y \) we have:

1. \( \text{Cl}_R(B) = \text{Int}_R(B)^c \);
2. \( \text{Int}_R(B) = \text{Cl}_R(B)^c \).

**Remark 4.4.** By using the notation \( C_Y(B) = B^c \), assertion (1) can be expressed in the form that \( \text{Cl}_R = (\text{Int}_R \circ C_Y)^c \) or \( \text{Cl}_R = (\text{Int}_R)^c \circ C_Y \).

From Theorem 4.3, we can easily derive the following

**Theorem 4.5.** If \( R \) is a relator on \( X \) to \( Y \), then for any \( B \subseteq Y \) we have:

1. \( \text{cl}_R(B) = \text{int}_R(B)^c \);
2. \( \text{int}_R(B) = \text{cl}_R(B)^c \).

**Remark 4.6.** By using the notations \( B^- = \text{cl}_R(B) \) and \( B^+ = \text{int}_R(B) \), assertion (1) can be expressed in the form that \( -c = c \circ c \) or \( -c = c \circ c \).

The small closures and interiors are, in general much weaker tools than the big ones. Namely, we can only prove the following
Theorem 4.7. If $R$ is a relator on $X$ to $Y$, then for any $A \subseteq X$ and $B \subseteq Y$

1. $A \in \text{Int}_R(B)$ implies $A \subseteq \text{int}_R(B)$;
2. $A \cap \text{cl}_R(B) \neq \emptyset$ implies $A \in \text{Cl}_R(B)$.

Concerning closures and interiors, we can also prove the following two theorems which show that, despite their equivalences, closures are sometimes more convenient tools than interiors.

Theorem 4.8. For any relator $R$ on $X$ to $Y$, we have

1. $\text{Cl}_R^{-1} = \text{Cl}_R^{-1}$;
2. $\text{Int}_R^{-1} = C_Y \circ \text{Int}_R^{-1} \circ C_X$.

Theorem 4.9. If $R$ is a relator on $X$ to $Y$, then for any $B \subseteq Y$, we have

1. $\text{cl}_R(B) = \bigcap_{R \in R} R^{-1}[B]$;
2. $\text{int}_R(B) = \bigcup_{R \in R} R^{-1}[B^c]$.

From the $B = \{y\}$ particular case of this theorem, we can derive

Corollary 4.10. For any relator $R$ on $X$ to $Y$, we have

$$\rho_R = \bigcap \{ R^{-1} = (\bigcap \{ R \})^{-1} \}.$$

Moreover, by using the $R = \{R\}$ particular case of Theorem 4.9, we can prove the following

Theorem 4.11. If $R$ is a relation on $X$ to $Y$, then for any $A \subseteq X$ and $B \subseteq Y$ we have

$$A \subseteq \text{int}_R(B) \iff \text{cl}_R^{-1}(A) \subseteq B.$$ 

Remark 4.12. Thus the mappings $A \mapsto \text{cl}_R^{-1}(A)$ and $B \mapsto \text{int}_R(B)$ form a Galois connection between the posets $\mathcal{P}(X)$ and $\mathcal{P}(Y)$.

The above important closure-interior Galois connection, used first in [169], is not independent from the upper and lower bound Galois connection [160].

The following two closely related theorems show that the fat and dense sets are also equivalent tools in a relator space.

Theorem 4.13. If $R$ is a relator on $X$ to $Y$, then for any $B \subseteq Y$ we have

1. $B \in \mathcal{D}_R \iff B^c \notin \mathcal{E}_R$;
2. $B \in \mathcal{E}_R \iff B^c \notin \mathcal{D}_R$.

Theorem 4.14. If $R$ is a relator on $X$ to $Y$, then for any $B \subseteq Y$ we have

1. $B \in \mathcal{D}_R$ if and only if $B \cap E \neq \emptyset$ for all $E \in \mathcal{E}_R$;
2. $B \in \mathcal{E}_R$ if and only if $B \cap D \neq \emptyset$ for all $D \in \mathcal{D}_R$.

Remark 4.15. By the corresponding definitions, we have $R(x) \in \mathcal{E}_R$, and thus also $R(x)^c \notin \mathcal{D}_R$, for all $x \in X$ and $R \in \mathcal{R}$.

Moreover, by using the notation

$$\mathcal{U}_R(x) = \text{int}_R^{-1}(x) = \{ B \subseteq Y : x \in \text{int}_R(B) \},$$
we can also note that $\mathcal{E}_R = \bigcup_{x \in X} \mathcal{U}_R(x)$.

By using Definition 4.1, we may naturally introduce several further important definitions. For instance, we may also naturally have

Definition 4.16. If $R$ is a relator on $X$ to $Y$, then for any $B \subseteq Y$, we also define

1. $\text{bnd}_R(B) = \text{cl}_R(B) \setminus \text{int}_R(B)$.

Moreover, if in particular $R$ is a relator on $X$, then for any $A \subseteq X$ we also define

2. $\text{res}_R(A) = \text{cl}_R(A) \setminus A$;
3. $\text{bor}_R(A) = A \setminus \text{int}_R(A)$.
5. Further Structures Derived from Relators

By using Definition 4.1, we may also naturally introduce the following

**Definition 5.1.** If in particular $\mathcal{R}$ is a relator on $X$, then for any $A \subseteq X$ we also define:

1. $A \in \tau_e$ if $A \in \text{Int}_R(A)$;
2. $A \in \tau_e$ if $A^c \notin \text{Cl}_R(A)$;
3. $A \in \mathcal{T}_R$ if $A \subseteq \text{int}_R(A)$;
4. $A \in \mathcal{T}_R$ if $\text{cl}_R(A) \subseteq A$;
5. $A \in \mathcal{N}_R$ if $\text{cl}_R(A) \notin \mathcal{E}_R$;
6. $A \in \mathcal{M}_R$ if $\text{int}_R(A) \in \mathcal{D}_R$.

**Remark 5.2.** The members of the families, $\tau_e$ and $\mathcal{T}_R$ and $\mathcal{N}_R$ are called the proximally open, topologically open and rare (or nowhere dense) subsets of the relator space $X(\mathcal{R})$, respectively.

The family $\tau_e$ was first introduced by the third author in [150]. While, the notation $\tau_e$ was suggested by János Kurdics who first noticed that “connectedness” is a particular case of “well-chainedness” [89, 90, 118, 132].

By using the corresponding results of Section 4, we can easily establish the following theorems.

**Theorem 5.3.** If $\mathcal{R}$ is a relator on $X$, then for any $A \subseteq X$, we have

1. $A \in \tau_e \iff A^c \in \tau_e$;
2. $\tau_e \subseteq \tau_{e-1}$.

**Theorem 5.4.** For any relator $\mathcal{R}$ on $X$, we have

1. $\tau_e = \tau_{e-1}$;
2. $\tau_e = \tau_{e-1}$.

**Theorem 5.5.** If $\mathcal{R}$ is a relator on $X$, then for any $A \subseteq X$, we have

1. $A \in \mathcal{T}_R \iff A^c \in \mathcal{T}_R$;
2. $A \in \mathcal{T}_R \iff A^c \in \mathcal{T}_R$.

**Theorem 5.6.** For any relator $\mathcal{R}$ on $X$, we have

1. $\tau_e \subseteq \mathcal{T}_R$;
2. $\tau_e \subseteq \mathcal{T}_R$.

**Remark 5.7.** In particular, for any relation $R$ on $X$, we have

1. $\tau_e = \mathcal{T}_R$;
2. $\tau_e = \mathcal{T}_R$.

**Theorem 5.8.** For any relator $\mathcal{R}$ on $X$, we have

1. $\mathcal{T}_R \setminus \{\emptyset\} \subseteq \mathcal{E}_R$;
2. $\mathcal{D}_R \cap \mathcal{F}_R \subseteq \{X\}$.

**Remark 5.9.** Hence, by using global complementations, we can easily infer that $\mathcal{T}_R \subseteq (\mathcal{D}_R)^c \cup \{X\}$ and $\mathcal{D}_R \subseteq (\mathcal{F}_R)^c \cup \{X\}$.

**Theorem 5.10.** If $\mathcal{R}$ is a relator on $X$, then for any $A \subseteq X$ we have

1. $A \in \mathcal{E}_R$ if $V \subseteq A$ for some $V \in \mathcal{T}_R \setminus \{\emptyset\}$;
2. $A \in \mathcal{D}_R$ only if $A \setminus W \neq \emptyset$ for all $W \in \mathcal{F}_R \setminus \{X\}$.
Remark 5.11. The fat sets are frequently more convenient tools than the topologically open ones. For instance, if \( \leq \) is a relation on \( X \), then \( \mathcal{T}_{\leq} \) and \( \mathcal{E}_{\leq} \) are the families of all ascending and residual subsets of the goset (generalized ordered set) \( X(\leq) \), respectively.

Moreover, if in particular \( X = \mathbb{R} \) and \( R(x) = \{ x - 1 \} \cup \{ x, +\infty \} \) for all \( x \in X \), then \( R \) is a reflexive relation on \( X \) such that \( \mathcal{T}_R = \{ \emptyset, X \} \), but \( \mathcal{E}_R \) is quite a large family. Namely, the supersets of each \( R(x) \) are also contained in \( \mathcal{E}_R \).

However, the importance of fat and dense lies mainly in the following

Definition 5.12. If \( R \) is a relator on \( X \) to \( Y \), and \( \varphi \) and \( \psi \) are functions of a relator space \( \Gamma(\mathcal{U}) \) to \( X \) and \( Y \), respectively, then using the notation

\[
(\varphi \boxdot \psi)(\gamma) = (\varphi(\gamma), \psi(\gamma))
\]

for all \( \gamma \in \Gamma \), we may also naturally define

1. \( \varphi \in \text{Lim}_R(\psi) \) if \( (\varphi \boxdot \psi)^{-1}[R] \in \mathcal{E}_U \) for all \( R \in \mathcal{R} \),
2. \( \varphi \in \text{Adh}_R(\psi) \) if \( (\varphi \boxdot \psi)^{-1}[R] \in \mathcal{D}_U \) for all \( R \in \mathcal{R} \).

Moreover, for any \( x \in X \), we may also naturally define:

3. \( x \in \text{lim}_R(\psi) \) if \( x_\gamma \in \text{Lim}_R(\psi) \),
4. \( x \in \text{adh}_R(\psi) \) if \( x_\gamma \in \text{Adh}_R(\psi) \),

where \( x_\gamma \) is a function of \( \Gamma \) to \( X \) such that \( x_\gamma(\gamma) = x \) for all \( \gamma \in \Gamma \).

Remark 5.13. Fortunately, the small limit and adherence relations are equivalent to the small closure and interior ones.

However, the big limit and adherence relations, suggested by Efremović and Švarc [53], are usually stronger tools than the big closure and interior ones.

In this respect, it seems convenient to only mention here the following

Theorem 5.14. If \( R \) is a relator on \( X \) to \( Y \), then for any \( A \subseteq X \) and \( B \subseteq Y \) the following assertions are equivalent:

1. \( A \in \text{Cl}_R(B) \);
2. there exist functions \( \varphi \) and \( \psi \) of the poset \( \mathcal{R}(\supseteq) \) to \( A \) and \( B \), respectively, such that \( \varphi \in \text{Lim}_R(\psi) \);
3. there exist functions \( \varphi \) and \( \psi \) of a relator space \( \Gamma(\mathcal{U}) \) to \( A \) and \( B \), respectively, such that \( \varphi \in \text{Lim}_R(\psi) \).

Proof. To prove that (1) \( \implies \) (2), note that if (1) holds, then for each \( R \in \mathcal{R} \), we have \( R[A] \cap B \neq \emptyset \). Therefore, there exist \( \varphi(R) \in A \) and \( \psi(R) \in B \) such that \( \psi(R) \in R(\varphi(R)) \). Hence, we can see that \( (\varphi \boxdot \psi)(R) = (\varphi(R), \psi(R)) \in R \), and thus \( R \in (\varphi \boxdot \psi)^{-1}[R] \).

Therefore, if \( R \in \mathcal{R} \), then for any \( S \in \mathcal{R} \), with \( R \supseteq S \), we have

\[
S \in (\varphi \boxdot \psi)^{-1}[S] \subseteq (\varphi \boxdot \psi)^{-1}[R].
\]

This shows that \( (\varphi \boxdot \psi)^{-1}[R] \) is a fat subset of \( \mathcal{R}(\supseteq) \), and thus \( \varphi \in \text{Lim}_R(\psi) \).

Remark 5.15. Finally, we note that if \( R \) is a relator on \( X \) to \( Y \), then according to [155], for any \( A \subseteq X \) and \( B \subseteq Y \), we may also naturally define

1. \( A \in \text{Lb}_R(B) \) and \( B \in \text{Ub}_R(A) \) if \( A \times B \subseteq R \) for some \( R \in \mathcal{R} \).

Moreover, if in particular \( R \) is a relator on \( X \), then for any \( A \subseteq X \) we may also naturally define

2. \( \text{Min}_R(A) = \mathcal{P}(A) \cap \text{Lb}_R(A) \);
3. \( \text{Sup}_R(A) = \text{Min}_R(\text{Ub}_R(A)) \).

However, the above algebraic structures are not independent of the former topological ones. Namely, by using appropriate complements, it can be easily shown that

\[
\text{Lb}_R = \text{Int}_R \circ C_Y \quad \text{and} \quad \text{Int}_R = \text{Lb}_R \circ C_Y.
\]
Therefore, in contrast to a common belief, some algebraic and topological structures are just as closely related to each other, by the above equalities, as the exponential and the trigonometric functions are so by the celebrated Euler formulas.

6. Closure Operations for Relators

Definition 6.1. For any relator \( R \) on \( X \) to \( Y \), the relators

\[
R^* = \{ S \subseteq X \times Y : \exists R \in \mathcal{R} : R \subseteq S \};
\]

\[
R^\# = \{ S \subseteq X \times Y : \forall A \subseteq X : \exists R \in \mathcal{R} : R [ A ] \subseteq S [ A ] \};
\]

\[
R^\wedge = \{ S \subseteq X \times Y : \forall x \in X : \exists R \in \mathcal{R} : R ( x ) \subseteq S ( x ) \};
\]

and

\[
R^\triangle = \{ S \subseteq X \times Y : \forall x \in X : \exists u \in X : \exists R \in \mathcal{R} : R ( u ) \subseteq S ( x ) \}
\]

are called the uniform, proximal, topological and paratopological closures (or refinements) of the relator \( \mathcal{R} \), respectively.

Remark 6.2. Thus, we evidently have \( R \subseteq R^* \subseteq R^\# \subseteq R^\wedge \subseteq R^\triangle \). Moreover, if in particular \( R \) is a relator on \( X \), then we can also easily prove that \( R^{\#*} \subseteq R^{\wedge*} \subseteq R^{\triangle*} \).

Remark 6.3. However, it is now more important to note that, because of Definition 4.1, we also have

\[
R^\# = \{ S \subseteq X \times Y : \forall A \subseteq X : A \in \text{Int}_R ( S [ A ] ) \},
\]

\[
R^\wedge = \{ S \subseteq X \times Y : \forall x \in X : x \in \text{int}_R ( S ( x ) ) \},
\]

\[
R^\triangle = \{ S \subseteq X \times Y : \forall x \in X : S ( x ) \in \mathcal{E}_R \}
\]

Moreover, by using Pataki connections \([117, 172, 132]\), the following equivalences and their corollaries can be proved in a unified way.

Theorem 6.4. \( \# , \wedge \) and \( \triangle \) are closure operations for relators on \( X \) to \( Y \) such that, for any two relators \( R \) and \( S \) on \( X \) to \( Y \), we have

(1) \( S \subseteq R^\# \iff S^\# \subseteq R^\# \iff \text{Int}_S \subseteq \text{Int}_R \iff \text{Cl}_R \subseteq \text{Cl}_S \)

(2) \( S \subseteq R^\wedge \iff S^\wedge \subseteq R^\wedge \iff \text{int}_S \subseteq \text{int}_R \iff \text{cl}_R \subseteq \text{cl}_S \)

(3) \( S \subseteq R^\triangle \iff S^\triangle \subseteq R^\triangle \iff \mathcal{E}_S \subseteq \mathcal{E}_R \iff \mathcal{D}_R \subseteq \mathcal{D}_S \)

Corollary 6.5. For any relator \( R \) on \( X \) to \( Y \),

(1) \( S = R^\# \) is the largest relator on \( X \) to \( Y \) such that \( \text{Int}_S \subseteq \text{Int}_R \) (\( \text{Int}_S = \text{Int}_R \)), or equivalently \( \text{Cl}_R \subseteq \text{Cl}_S \) (\( \text{Cl}_S = \text{Cl}_R \));

(2) \( S = R^\wedge \) is the largest relator on \( X \) to \( Y \) such that \( \text{int}_S \subseteq \text{int}_R \) (\( \text{int}_S = \text{int}_R \)), or equivalently \( \text{cl}_R \subseteq \text{cl}_S \) (\( \text{cl}_S = \text{cl}_R \));

(3) \( S = R^\triangle \) is the largest relator on \( X \) to \( Y \) such that \( \mathcal{E}_S \subseteq \mathcal{E}_R \) (\( \mathcal{E}_S = \mathcal{E}_R \)), or equivalently \( \mathcal{D}_R \subseteq \mathcal{D}_S \) (\( \mathcal{D}_S = \mathcal{D}_R \)).

Remark 6.6. To prove some similar statements for the operation \( \ast \), the structures \( \text{Lim}_R \) and \( \text{Adh}_R \) have to be used \([145]\).

Moreover, for instance, to investigate the structures \( L_b_R \) and \( U_b_R \) the compound operation \( \odot = c \# c \) is needed \([165]\).

Concerning the above basic closure operations, we can also prove the following two theorems.
Theorem 6.7. For any relator \( \mathcal{R} \) on \( X \times Y \), we have

1. \( \mathcal{R}^\# = \mathcal{R}^{\#\#} = \mathcal{R}^\circ \),
2. \( \mathcal{R}^\wedge = \mathcal{R}^{\wedge\wedge} = \mathcal{R}^{\wedge \circ} \) with \( \wedge = \ast \) and \( \# \),
3. \( \mathcal{R}^\circ = \mathcal{R}^{\wedge \circ} = \mathcal{R}^{\ast \circ} \) with \( \wedge = \ast \), \# and \( \& \).

Proof. To prove (1), note that, by Remark 6.2 and the closure properties, we have \( \mathcal{R}^\# \subseteq \mathcal{R}^{\#\#} \subseteq \mathcal{R}^{\#\circ} = \mathcal{R}^\circ \) and \( \mathcal{R}^\circ \subseteq \mathcal{R}^{\#\circ} \subseteq \mathcal{R}^{\#\#} \subseteq \mathcal{R}^\circ \).

Theorem 6.8. For any relator \( \mathcal{R} \) on \( X \times Y \), we have

1. \( \mathcal{R}^{\ast -1} = \mathcal{R}^{\ast \circ} \),
2. \( \mathcal{R}^{\# -1} = \mathcal{R}^{\ast \circ} \).

Proof. To prove (2), note that by Theorems 4.8 and 6.4 we have \( \text{Cl}_{\mathcal{R}^{\ast \#}} = \text{Cl}_{\mathcal{R}^{\# \#}} = \text{Cl}_{\mathcal{R}^{\# \circ}} \), and thus in particular \( \text{Cl}_{\mathcal{R}^{\# \circ}} \subseteq \text{Cl}_{\mathcal{R}^{\# \#}} \). Hence, by using Theorem 6.4, we can infer that \( \mathcal{R}^{\# -1} \subseteq \mathcal{R}^{\# \circ} \).

Now, by writing \( \mathcal{R}^{\# -1} \) in place of \( \mathcal{R} \), we can see that \( \mathcal{R}^{\# -1 \circ} \subseteq \mathcal{R}^\circ \), and thus \( \mathcal{R}^{\# -1 \circ} \subseteq \mathcal{R}^{\# \circ} \). Therefore, (2) is also true.

Remark 6.9. For instance, the elementwise operations \( \ast \) and \( \infty \) are also inversion compatible. Moreover, the operation \( \delta \) is also inversion compatible.

However, unfortunately, the operations \( \wedge \) and \( \triangle \) are not inversion compatible. Therefore, in addition to Definition 6.1, we must also have the following

Definition 6.10. For any relator \( \mathcal{R} \) on \( X \times Y \), we define

\[ \mathcal{R}^\wedge = \mathcal{R}^{\wedge -1} \] and \( \mathcal{R}^\delta = \mathcal{R}^{\delta -1} \).

Remark 6.11. The latter operations have very curious properties. For instance, we shall see that if \( \mathcal{R} \) is nonvoid, then \( \mathcal{R}^{\wedge, \delta} = \{ \rho_a \}^\wedge \). Thus, in particular, \( \mathcal{R}^\wedge \) is topologically simple.

7. Some Further Theorems on the Operations \( \wedge \) and \( \Delta \)

A preliminary form of the following theorem was already proved in [145].

Theorem 7.1. If \( \mathcal{R} \) is nonvoid relator on \( X \times Y \), then for any \( B \subseteq Y \) we have:

1. \( \text{Int}_{\mathcal{R}^\wedge}(B) = \mathcal{P}((\text{Int}_{\mathcal{R}}(B))^\wedge) \),
2. \( \text{Cl}_{\mathcal{R}^\wedge}(B) = \mathcal{P}((\text{Cl}_{\mathcal{R}}(B))^\wedge) \).

Proof. If \( A \in \text{Int}_{\mathcal{R}^\wedge}(B) \), then using Theorems 4.7 and 6.4 we can see that \( A \subseteq \text{Int}_{\mathcal{R}^\wedge}(B) = \text{Int}_{\mathcal{R}}(B) \), and thus \( A \in \mathcal{P}((\text{Int}_{\mathcal{R}}(B))^\wedge) \). Therefore, \( \text{Int}_{\mathcal{R}^\wedge}(B) \subseteq \mathcal{P}((\text{Int}_{\mathcal{R}}(B))^\wedge) \).

While, if \( A \in \mathcal{P}((\text{Int}_{\mathcal{R}}(B))^\wedge) \), then \( A \subseteq \text{Int}_{\mathcal{R}}(B) \). Therefore, for each \( x \in A \), there exists \( R_x \in \mathcal{R} \) such that \( R_x(x) \subseteq B \). Now, by defining

\[ S(x) = R_x(x) \] for all \( x \in A \) and \( S(x) = Y \) for all \( x \in A^c \),

we can easily see that \( S \in \mathcal{R}^\wedge \) such that \( S[A] \subseteq B \). Therefore, we also have \( A \in \text{Int}_{\mathcal{R}^\wedge}(B) \). Consequently, \( \mathcal{P}((\text{Int}_{\mathcal{R}}(B))^\wedge) \subseteq \mathcal{P}((\text{Int}_{\mathcal{R}}(B))^\wedge) \), and thus (1) also holds.

Now, by using Theorems 4.3 and 4.5, we can also easily see that

\[ \text{Cl}_{\mathcal{R}^\wedge}(B) = \text{Int}_{\mathcal{R}^\wedge}(B^\wedge) = \mathcal{P}((\text{Int}_{\mathcal{R}}(B^\wedge))^\wedge) = \mathcal{P}((\text{Cl}_{\mathcal{R}}(B)^\wedge))^\wedge. \]

Remark 7.2. Thus, for any \( A \subseteq X \), we have \( A \in \text{Cl}_{\mathcal{R}^\wedge}(B) \) if and only if \( A \cap \text{cl}_{\mathcal{R}}(B) \neq \emptyset \).

From Theorem 7.1, by using Definition 5.1, we can immediately derived

Corollary 7.3. If \( \mathcal{R} \) is a nonvoid relator on \( X \), then

1. \( \tau_{\mathcal{R}^\wedge} = \mathcal{T}_{\mathcal{R}} \),
2. \( \tau_{\mathcal{R}^\delta} = \mathcal{F}_{\mathcal{R}} \).
Remark 7.4. Hence, since $\tau_x = \bigcup_{R \in \mathcal{R}_x} \tau_x = \bigcup_{R \in \mathcal{R}_x} \mathcal{T}_R$, we can infer that $\mathcal{T}_R = \bigcup_{R \in \mathcal{R}_x} \mathcal{T}_R$.

Unfortunately, in contrast to the structures $\text{Int}$, $\text{int}$, $\mathcal{E}$ and $\tau$, the increasing structure $\mathcal{T}$ is already not union-preserving.

Example 7.5. If $\text{card}(X) > 2$ and $x_1, x_2 \in X$ such that $x_1 \neq x_2$, and

$$R_i = \{x_i\}^2 \cup (X \setminus \{x_i\})^2$$

for all $i = 1, 2$, then $\mathcal{R} = \{R_1, R_2\}$ is an equivalence relator on $X$ such that $\{x_1, x_2\} \in \mathcal{T}_R \setminus (\mathcal{T}_{R_1} \cup \mathcal{T}_{R_2})$, and thus $\mathcal{T}_R \not\subseteq \mathcal{T}_{R_1} \cup \mathcal{T}_{R_2}$.

From Corollary 7.3, by using Theorem 6.7, we can also derive

Corollary 7.6. If $\mathcal{R}$ is a nonvoid relator on $X$, then

$(1) \quad \tau_{\mathcal{R}^\circ} = \mathcal{T}_{\mathcal{R}^\circ}$; 
$(2) \quad \tau_{\mathcal{R}^\circ} = \mathcal{F}_{\mathcal{R}^\circ}$.

Concerning the operation $\triangle$, we can also prove the following

Theorem 7.7. If $\mathcal{R}$ is a nonvoid relator on $X$ to $Y$, then for any $B \subseteq Y$ we have:

$(1) \quad \text{Int}_{\mathcal{R}^\circ}(B) = \{\emptyset\}$ if $B \notin \mathcal{E}_{\mathcal{R}}$ and $\text{Int}_{\mathcal{R}^\circ}(B) = \mathcal{P}(X)$ if $B \in \mathcal{E}_{\mathcal{R}}$;

$(2) \quad \text{Cl}_{\mathcal{R}^\circ}(B) = \emptyset$ if $B \notin \mathcal{D}_{\mathcal{R}}$ and $\text{Cl}_{\mathcal{R}^\circ}(B) = \mathcal{P}(X) \setminus \{\emptyset\}$ if $B \in \mathcal{D}_{\mathcal{R}}$.

Proof. If $A \in \text{Int}_{\mathcal{R}^\circ}(B)$, then there exists $S \in \mathcal{R}^\circ$ such that $S[A] \subseteq B$. Therefore, if $A \neq \emptyset$, then there exists $x \in X$ such that $S(x) \subseteq B$. Hence, since $S(x) \in \mathcal{E}_{\mathcal{R}}$, it follows that $B \in \mathcal{E}_{\mathcal{R}}$. Therefore, the first part of (1) is true.

To prove the second part of (1), it is enough to note only that if $B \in \mathcal{E}_{\mathcal{R}}$, then $R = X \times B \in \mathcal{R}^\circ$ such that $R[A] \subseteq B$, and thus $A \in \text{Int}_{\mathcal{R}^\circ}(B)$ for all $A \subseteq X$.

Assertion (2) can again be derived from (1) by using Theorem 4.3.

From this theorem, by Definition 4.1, it is clear that we also have

Corollary 7.8. If $\mathcal{R}$ is a nonvoid relator on $X$ to $Y$, then for any $B \subseteq Y$ we have:

$(1) \quad \text{cl}_{\mathcal{R}^\circ}(B) = \emptyset$ if $B \notin \mathcal{D}_{\mathcal{R}}$ and $\text{cl}_{\mathcal{R}^\circ}(B) = \mathcal{P}(X)$ if $B \in \mathcal{D}_{\mathcal{R}}$;

$(2) \quad \text{int}_{\mathcal{R}^\circ}(B) = \emptyset$ if $B \notin \mathcal{E}_{\mathcal{R}}$ and $\text{int}_{\mathcal{R}^\circ}(B) = X$ if $B \in \mathcal{E}_{\mathcal{R}}$.

Hence, by using Definitions 4.1 and 5.1, we can immediately derive

Corollary 7.9. If $\mathcal{R}$ is a relator on $X$, then

$(1) \quad \mathcal{T}_{\mathcal{R}^\circ} = \mathcal{E}_{\mathcal{R}} \cup \{\emptyset\}$; 
$(2) \quad \mathcal{F}_{\mathcal{R}^\circ} = (\mathcal{P}(X) \setminus \mathcal{D}_{\mathcal{R}}) \cup \{X\}$.

Remark 7.10. Note that if in particular $\mathcal{R} = \emptyset$, then $\mathcal{E}_{\mathcal{R}} = \emptyset$. Moreover, $\mathcal{R}^\circ = \emptyset$ if $X \neq \emptyset$, and $\mathcal{R}^\circ = \{\emptyset\}$ if $X = \emptyset$. Therefore, $\mathcal{T}_{\mathcal{R}^\circ} = \{\emptyset\}$, and thus (1) is still true.

Now, since $\emptyset \notin \mathcal{E}_{\mathcal{R}}$ if $\mathcal{R}$ is non-partial, we can also state

Corollary 7.11. If $\mathcal{R}$ is a non-partial relator on $X$, then

$(1) \quad \mathcal{E}_{\mathcal{R}} = \mathcal{T}_{\mathcal{R}^\circ} \setminus \{\emptyset\}$; 
$(2) \quad \mathcal{D}_{\mathcal{R}} = (\mathcal{P}(X) \setminus \mathcal{F}_{\mathcal{R}^\circ}) \cup \{X\}$.

8. Projection Operations for Relators

By using the basic properties of the operation $\circ$, in addition to a particular case of Theorem 6.4, we can also prove the following

Theorem 8.1. $\circ$ is a closure operation for relations on $X$ such that, for any two relations $R$ and $S$ on $X$, we have

$$S \subseteq R^\circ \iff S^\circ \subseteq R^\circ \iff \tau_S \subseteq \tau_S \iff \tau_S \subseteq \tau_S.$$
Proof. To prove that \( \tau_s \subseteq \tau_r \iff S \subseteq R^\circ \), note that if \( x \in X \), then because of the inclusion \( R \subseteq R^\circ \) and the transitivity of \( R^\circ \) we have
\[
R[R^\circ(x)] \subseteq R^\circ[R^\circ(x)] = (R^\circ \circ R^\circ)(x) \subseteq R^\circ(x).
\]
Thus, by the definition of \( \tau_s \), we have \( R^\circ(x) \in \tau_s \). Now, if \( \tau_s \subseteq \tau_r \) holds, then we can see that \( R^\circ(x) \in \tau_s \), and thus \( S[R^\circ(x)] \subseteq R^\circ(x) \). Hence, by using the reflexivity of \( R^\circ \), we can already infer that \( S(x) \subseteq R^\circ(x) \). Therefore, \( S \subseteq R^\circ \) also holds.

While, if \( A \in \tau_s \), then by the definition of \( \tau_s \) we have \( R[A] \subseteq A \). Hence, by induction, we can see that \( R^n[A] \subseteq A \) for all \( n \in \mathbb{N} \). Now, since \( R^0[A] = \Delta_X[A] = A \) also holds, we can already state that
\[
R^\circ[A] = \left( \bigcup_{n=0}^{\infty} R^n[A] \right) \subseteq \bigcup_{n=0}^{\infty} A = A.
\]
Therefore, if \( S \subseteq R^\circ \) holds, then we have \( S[A] \subseteq R^\circ[A] \subseteq A \), and thus \( A \in \tau_s \) also holds.

Now, analogously to Corollary 6.5, we can also state

**Corollary 8.2.** For any relation \( R \) on \( X \), \( S = R^\circ \) is the largest relation on \( X \) such that \( \tau_s \subseteq \tau_r \) \( (\tau_s = \tau_r) \), or equivalently \( \tau_s \subseteq \tau_r \) \( (\tau_s = \tau_r) \).

**Remark 8.3.** Preliminary forms of the above theorem and its corollary were first proved by Mala [99].

Moreover, he also proved that \( R^\circ(x) = \bigcap \{ A \in \tau_s : x \in A \} \) for all \( x \in X \), and thus \( R^\circ = \bigcap \{ R^A : A \in \tau_s \} \).

By using Theorem 8.1, as an analogue of Theorem 6.4, we can also prove

**Theorem 8.4.** \( \# \partial \) is a closure operation for relators on \( X \) such that, for any two relators \( R \) and \( S \) on \( X \), we have
\[
S \subseteq R^\# \iff S^\# \subseteq R^\# \iff \tau_s \subseteq \tau_r \iff \tau_s \subseteq \tau_r;
\]
Thus, analogously to Corollary 6.5, we can also state

**Corollary 8.5.** For any relator \( R \) on \( X \), \( S = R^\# \) is the largest relator on \( X \) such that \( \tau_s \subseteq \tau_r \) \( (\tau_s = \tau_r) \), or equivalently \( \tau_s \subseteq \tau_r \) \( (\tau_s = \tau_r) \).

By using the basic properties of the operation \( \partial \), Theorem 8.4 can be reformulated in the following more convenient form.

**Theorem 8.6.** \( \# \circ \) is a projection operation for relators on \( X \) such that, for any two relators \( R \) and \( S \) on \( X \), we have
\[
S^\circ \subseteq R^\# \iff S^{\circ \circ} \subseteq R^\# \iff \tau_s \subseteq \tau_r \iff \tau_s \subseteq \tau_r.
\]

**Remark 8.7.** Moreover, it can be shown that the inclusions \( S^\circ \subseteq R^\# \), \( S^{\circ \circ} \subseteq R^\# \) and \( S^{\circ \circ} \subseteq R^\# \) are also equivalent.

Now, analogously to our former corollaries, we can also state

**Corollary 8.8.** For any relator \( R \) on \( X \), \( S = R^{\circ \circ} \) is the largest preorder relator on \( X \) such that \( \tau_s \subseteq \tau_r \) \( (\tau_s = \tau_r) \), or equivalently \( \tau_s \subseteq \tau_r \) \( (\tau_s = \tau_r) \).

**Remark 8.9.** The advantage of the projection operation \( \# \circ \) over the closure operation \( \# \partial \) lies mainly in the fact that, in contrast to \( \# \partial \), it is **stable** in the sense \( [X^2]^\# \circ = [X^2] \).

Since the structure \( \mathcal{T} \) is not union-preserving, by using some parts of the theory of Pataki connections [117, 172, 132], we can only prove the following

**Theorem 8.10.** \( \& \partial \) is a preclosure operation for relators such that, for any two relators \( R \) and \( S \) on \( X \), we have
\[
T_S \subseteq T_R \iff F_S \subseteq F_R \iff S^\# \subseteq R^\# \iff S^\# \subseteq R^\#.
\]
Remark 8.11. If \( \text{card}(X) > 2 \), then by using the equivalence relator \( R = \{ X^2 \} \) Mala \cite[Example 5.3]{Mala} proved that there does not exist a largest relator \( S \) on \( X \) such that \( T_R = T_S \).

Moreover, Pataki \cite[Example 7.2]{Pataki} proved that \( \mathcal{R}^{\wedge \partial} \not\subseteq T_R \) and \( \wedge \partial \) is not idempotent. (Actually, it can be proved that \( \mathcal{R}^{\wedge \partial} \not\subseteq \mathcal{R}^{\wedge \partial} \) also holds \cite[Example 10.11]{Mala}.)

Fortunately, as an analogue of Theorem 8.6, we can also prove

Theorem 8.12. \( \wedge \infty \) is a projection operation for relators on \( X \) such that, for any two nonvoid relators \( R \) and \( S \) on \( X \), we have
\[
S^{\wedge \infty} \subseteq R^{\wedge \infty} \iff S^{\wedge \infty} \subseteq \mathcal{R}^{\wedge \infty} \iff T_S \subseteq T_R \iff \mathcal{F}_S \subseteq \mathcal{F}_R.
\]

Thus, in particular, we can also state

Corollary 8.13. For any nonvoid relator \( \mathcal{R} \) on \( X \), \( \mathcal{S} = \mathcal{R}^{\wedge \infty} \) is the largest preorder relator on \( X \) such that \( T_S \subseteq T_R \) (\( T_S = T_R \)), or equivalently \( \mathcal{F}_S \subseteq \mathcal{F}_R \) (\( \mathcal{F}_S = \mathcal{F}_R \)).

Remark 8.14. In the light of the several disadvantages of the structure \( T \), it is rather curious that most of the works in general topology and abstract analysis have been based on open sets suggested by Tietze \cite{Tietze} and Alexandroff \cite{Alexandroff}, and standardized by Bourbaki \cite{Bourbaki} and Kelley \cite{Kelley}. (See Thron \cite[p. 18]{Thron}.)

Moreover, it also a very striking fact that, despite the results of Davis \cite{Davis}, Pervin \cite{Pervin}, Hunsaker and Lindgren \cite{Hunsaker} and the third author \cite{Szczepanski, Szczepanski2}, generalized proximities and closures, minimal structures, generalized topologies and stacks (ascending systems) are still intensively investigated by a great number of mathematicians without using generalized uniformities.

9. Reflexive, Non-Partial and Non-Degenerated Relators

Definition 9.1. A relator \( \mathcal{R} \) on \( X \) is called reflexive if each member \( R \) of \( \mathcal{R} \) is a reflexive relation on \( X \).

Remark 9.2. Thus, the following assertions are equivalent:
1. \( \mathcal{R} \) is reflexive;
2. \( x \in R(x) \) for all \( x \in X \) and \( R \in \mathcal{R} \);
3. \( A \subseteq R[A] \) for all \( A \subseteq X \) and \( R \in \mathcal{R} \).

The importance of reflexive relators is also apparent from the following two obvious theorems.

Theorem 9.3. For a relator \( \mathcal{R} \) on \( X \), the following assertions are equivalent:
1. \( \rho_\mathcal{R} \) is reflexive;
2. \( \mathcal{R} \) is reflexive;
3. \( A \subseteq \text{cl}_\mathcal{R}(A) \) for all \( A \subseteq X \);
4. \( \text{int}_\mathcal{R}(A) \subseteq A \) for all \( A \subseteq X \).

Proof. To prove the equivalence of (1) and (2), recall that by Corollary 4.10 we have \( \rho_\mathcal{R} = (\cap \mathcal{R})^{-1} \).

Theorem 9.4. For a relator \( \mathcal{R} \) on \( X \), the following assertions are equivalent:
1. \( \mathcal{R} \) is reflexive;
2. \( A \in \text{Int}_\mathcal{R}(B) \) implies \( A \subseteq B \) for all \( A, B \subseteq X \);
3. \( A \cap B \neq \emptyset \) implies \( A \in \text{Cl}_\mathcal{R}(B) \) for all \( A, B \subseteq X \).

Remark 9.5. In addition to the above two theorems, it is also worth mentioning that if \( \mathcal{R} \) is a reflexive ordinary relator on \( X \), then
1. \( \text{Int}_\mathcal{R} \) is transitive;
2. \( B \in \text{Cl}_\mathcal{R}(A) \) implies \( \mathcal{P}(X) = \text{Cl}_\mathcal{R}(A)^\text{c} \cup \text{Cl}_\mathcal{R}^{-1}(B) \);
3. \( \text{int}_\mathcal{R}(\text{bor}_\mathcal{R}(A)) = \emptyset \) and \( \text{int}_\mathcal{R}(\text{res}_\mathcal{R}(A)) = \emptyset \) for all \( A \subseteq X \).

Thus, for instance, for any \( A \subseteq X \) we have \( \text{res}_\mathcal{R}(A) \in \mathcal{T}_\mathcal{R} \) if and only if \( A \in \mathcal{F}_\mathcal{R} \).
Analogously to Definition 9.1, we may also naturally have the following

**Definition 9.6.** A relator $\mathcal{R}$ on $X$ to $Y$ is called **non-partial** if each member $R$ of $\mathcal{R}$ is a non-partial relation on $X$ to $Y$.

**Remark 9.7.** Thus, the following assertions are equivalent:

1. $\mathcal{R}$ is non-partial;
2. $R^{-1}[Y] = X$ for all $R \in \mathcal{R}$;
3. $R(x) \neq \emptyset$ for all $x \in X$ and $R \in \mathcal{R}$.

The importance of non-partial relators is apparent from the following

**Theorem 9.8.** For a relator $\mathcal{R}$ on $X$ to $Y$, the following assertions are equivalent:

1. $\mathcal{R}$ is non-partial;
2. $\emptyset \not\in \mathcal{E}_R$;
3. $\mathcal{D}_R \neq \emptyset$;
4. $Y \in \mathcal{D}_R$;
5. $\mathcal{E}_R \neq \mathcal{P}(Y)$.

In addition to Definition 9.6, it is also worth introducing the following

**Definition 9.9.** A relator $\mathcal{R}$ on $X$ to $Y$ is called **non-degenerated** if $X$, $\emptyset$ and $R$, $\emptyset$.

Thus, analogously to Theorem 9.8, we can also easily establish

**Theorem 9.10.** For a relator $\mathcal{R}$ on $X$ to $Y$, the following assertions are equivalent:

1. $\mathcal{R}$ is non-degenerated;
2. $\emptyset \not\in \mathcal{D}_R$;
3. $\mathcal{E}_R \neq \emptyset$;
4. $Y \in \mathcal{E}_R$;
5. $\mathcal{D}_R \neq \mathcal{P}(Y)$.

**Remark 9.11.** In addition to Theorems 9.8 and 9.10, it is also worth mentioning that if a relator $\mathcal{R}$ on $X$ to $Y$ is paratopologically simple in the sense that $\mathcal{E}_R = \mathcal{E}_S$, or equivalently $\mathcal{R}^\Delta = [S]^\Delta$, for some relation $S$ on $X$ to $Y$, then the stack $\mathcal{E}_R$ has a base $\mathcal{B}$ with $\text{card}(\mathcal{B}) \leq \text{card}(X)$. (See [116, Theorem 5.9] of Pataki.)

The existence of a non-paratopologically simple (actually finite equivalence) relator, proved first by Pataki [116, Example 5.11], shows that in our definitions of the relations $\text{Lim}_\mathcal{R}$ and $\text{Adh}_\mathcal{R}$ we cannot restrict ourselves to functions of gosets (generalized ordered sets) without a substantial loss of generality.

In this respect, it is noteworthy that, in addition to certain simple relator spaces called “physical continuums”, some multi-ordered sets were also considered by Riesz [130]. Thus, he could be the inventor of uniform spaces.

Moreover, to define “mathematical continuums”, he used cluster points [131] instead of the adherence ones. Thus, he could not be the inventor of closure and proximity spaces, despite that he spent much time with the investigation of spatial notions.

### 10. Topological and Quasi-Topological Relators

The following improvement of [146, Definition 2.1] was first considered in [148].

**Definition 10.1.** A relator $\mathcal{R}$ on $X$ is called:

1. **quasi-topological** if $x \in \text{int}_R(\text{int}_R(R(x)))$ for all $x \in X$ and $R \in \mathcal{R}$;
2. **topological** if for any $x \in X$ and $R \in \mathcal{R}$ there exists $V \in \mathcal{T}_R$ such that $x \in V \subseteq R(x)$.

The appropriateness of these definitions is already quite obvious from the following four theorems.

**Theorem 10.2.** For a relator $\mathcal{R}$ on $X$, the following assertions are equivalent:

1. $\mathcal{R}$ is quasi-topological;
2. $\text{int}_R(R(x)) \in \mathcal{T}_R$ for all $x \in X$ and $R \in \mathcal{R}$;
3. $\text{cl}_R(A) \in \mathcal{T}_R(\text{int}_R(A) \in \mathcal{T}_R)$ for all $A \subseteq X$.
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Theorem 10.3. For a relator \( R \) on \( X \), the following assertions are equivalent:

1. \( R \) is topological;
2. \( R \) is reflexive and quasi-topological.

Remark 10.4. By Theorem 10.2, the relator \( R \) may be called weakly (strongly) quasi-topological if \( \rho_a(x) \in \mathcal{F}_R \ (R(x) \in \mathcal{T}_R) \) for all \( x \in X \) and \( R \in \mathcal{R} \).

Moreover, by Theorem 10.3, the relator \( R \) may be called weakly (strongly) topological if it is reflexive and weakly (strongly) quasi-topological.

Theorem 10.5. For a relator \( R \) on \( X \), the following assertions are equivalent:

1. \( R \) is topological;
2. \( \text{int}_R(A) = \bigcup \mathcal{T}_R \cap \mathcal{P}(A) \) for all \( A \subseteq X \);
3. \( \text{cl}_R(A) = \bigcap \mathcal{F}_R \cap \mathcal{P}^{-1}(A) \) for all \( A \subseteq X \).

Now, as an immediate consequence of this theorem, we can also state

Corollary 10.6. If \( R \) is topological relator on \( X \), then for any \( A \subseteq X \), we have

1. \( A \in \mathcal{E}_R \) if and only if there exists \( V \in \mathcal{T}_R \setminus \{ \emptyset \} \) such that \( V \subseteq A \);
2. \( A \in \mathcal{D}_R \) if and only if for all \( W \in \mathcal{F}_R \setminus \{ X \} \) we have \( A \setminus W \neq \emptyset \).

However, it is now more important to note that we can also prove

Theorem 10.7. For a relator \( R \) on \( X \), the following assertions are equivalent:

1. \( R \) is topological;
2. \( R \subseteq (R \circ R) \cap \mathcal{P}(A) \);
3. \( R \cap \mathcal{P}(A) \subseteq (R \circ R) \cap \mathcal{P}(A) \).

Proof. To prove the implication \((1) \implies (3)\), note that if \((1)\) holds, then by Definition 10.1, for any \( x \in X \) and \( R \in \mathcal{R} \), there exists \( V \in \mathcal{T}_R \) such that \( x \in V \subseteq R(x) \). Hence, by considering the Pervin relator

\[ S = R_{\mathcal{F}_R} = \{ R_v : V \in \mathcal{T}_R \}, \text{ with } R_v = V^2 \cup V^c \times X, \]

we can note that \( R \subseteq S^\wedge \), and thus \( R^\wedge \subseteq S^\wedge \). Moreover, since

\[ R_v(x) = V \text{ if } x \in V \text{ and } R_v(x) = X \text{ if } x \in V^c, \]

we can also note that \( S \subseteq R^\wedge \), and thus \( S^\wedge \subseteq R^\wedge \). Therefore, we actually have \( R^\wedge = S^\wedge \), and thus \( R \) is topologically equivalent to \( S \). Hence, since \( S \) is a preorder relator on \( X \), we can already see that \((3)\) also holds.

In addition to Theorems 10.2 and 10.3, it is also worth proving

Theorem 10.8. For a relator \( R \) on \( X \), the following assertions are equivalent:

1. \( R \) is quasi-topological;
2. \( R \subseteq (R \circ R)^\wedge \);
3. \( R^\wedge \subseteq (R \circ R)^\wedge \).

Remark 10.9. By [146], a relator \( R \) on \( X \) may be naturally called topologically transitive if, for each \( x \in X \) and \( R \in \mathcal{R} \) there exist \( S, T \in \mathcal{R} \) such that \( T [S (x)] \subseteq R (x) \).

This property can also be reformulated in the more concise form that \( R \subseteq (R \circ R)^\wedge \). Thus, the equivalence \((1)\) and \((3)\) can be expressed by saying that \( R \) is quasi-topological if and only if \( R^\wedge \) is topologically transitive.
11. Proximal and Quasi-Proximal Relators

Analogously to Definition 10.1, we may also naturally have the following

**Definition 11.1.** A relator \( \mathcal{R} \) on \( X \) is called

1. quasi-proximal if \( A \in \text{Int}_{\mathcal{R}}(\tau_{e} \cap \text{Int}_{\mathcal{R}}(R[A])) \) for all \( A \subseteq X \) and \( R \in \mathcal{R} \);
2. proximal if for any \( A \subseteq X \) and \( R \in \mathcal{R} \) there exists \( V \in \tau_{e} \) such that \( A \subseteq V \subseteq R[A] \).

**Remark 11.2.** Thus, the relator \( \mathcal{R} \) is quasi-proximal if and only if, for any \( A \subseteq X \) and \( R \in \mathcal{R} \), there exists \( V \in \tau_{e} \) such that \( A \subseteq V \subseteq R[A] \).

Now, by using the corresponding definitions, we can also easily prove the following analogues of Theorems 10.3 and 10.5.

**Theorem 11.3.** For a relator \( \mathcal{R} \) on \( X \), the following assertions are equivalent:

1. \( \mathcal{R} \) is proximal;
2. \( \mathcal{R} \) is reflexive and quasi-proximal.

**Proof.** To prove the implication (1) \( \Rightarrow \) (2), note that if (1) holds, then for any \( A \subseteq X \) and \( R \in \mathcal{R} \), there exists \( V \in \tau_{e} \) such that \( A \subseteq V \subseteq R[A] \). Hence, since \( A \) may be \( \{x\} \) for any \( x \in X \), and \( \tau_{e} \subseteq \mathcal{T}_{\mathcal{R}} \), we can at once see that \( \mathcal{R} \) is not only reflexive, but also topological.

Moreover, since \( V \in \tau_{e} \), we can also note \( V \in \text{Int}_{\mathcal{R}}(V) \). Hence, by using that \( A \subseteq V \) and \( V \subseteq R[A] \), we can already infer that the inclusions \( A \in \text{Int}_{\mathcal{R}}(V) \) and \( V \in \text{Int}_{\mathcal{R}}(R[A]) \) are also true. Therefore, by Remark 11.2, \( \mathcal{R} \) is quasi-proximal, and thus (2) also holds.

**Remark 11.4.** Note that if \( \mathcal{R} \) is only a weakly proximal relator on \( X \) in the sense that, for any \( x \in X \) and \( R \in \mathcal{R} \), there exists \( V \in \tau_{e} \) such that \( x \in V \subseteq R(x) \), then because of \( \tau_{e} \subseteq \mathcal{T}_{\mathcal{R}} \) we can already state that \( \mathcal{R} \) is topological.

**Theorem 11.5.** For a relator \( \mathcal{R} \) on \( X \), the following assertions are equivalent:

1. \( \mathcal{R} \) is proximal;
2. \( \text{Int}_{\mathcal{R}}(A) = \bigcup \{ \mathcal{P}(V) : A \supseteq V \in \tau_{e} \} \) for all \( A \subseteq X \);
3. \( \text{Cl}_{\mathcal{R}}(A) = \bigcap \{ \mathcal{P}(X) \setminus \mathcal{P}(W) : A \subseteq W \in \tau_{e} \} \) for all \( A \subseteq X \).

**Proof.** To check the equivalence of (1) and (2), note that, for any \( A, B \subseteq X \), we have \( B \in \bigcup \{ \mathcal{P}(V) : A \supseteq V \in \tau_{e} \} \) if and only if there exists \( V \in \tau_{e} \) such that \( V \subseteq A \) and \( B \subseteq V \). Thus, \( \bigcup \{ \mathcal{P}(V) : A \supseteq V \in \tau_{e} \} \subseteq \text{Int}_{\mathcal{R}}(A) \) is always true.

Moreover, if \( A \subseteq X \) and \( R \in \mathcal{R} \), then because of \( R[A] \subseteq R[A] \), we always have \( A \in \text{Int}_{\mathcal{R}}(R[A]) \). Therefore, if the essential part of (2) holds, then there exists \( V \in \tau_{e} \) such that \( V \subseteq R[A] \) and \( A \subseteq V \), and thus (1) also holds.

Now, since \( \mathcal{P}(A) = \{ B : B \subseteq A \} \) and \( \mathcal{P}(A) = \text{Int}_{\Delta_{X}}(A) \), we can also state

**Corollary 11.6.** For a relator \( \mathcal{R} \) on \( X \), the following assertions are equivalent:

1. \( \mathcal{R} \) is proximal;
2. \( \text{Int}_{\mathcal{R}}(A) = \mathcal{P}[\tau_{e} \cap \mathcal{P}(A)] \) for all \( A \subseteq X \);
3. \( \text{Int}_{\mathcal{R}}(A) = \text{Int}_{\Delta_{X}}[\tau_{e} \cap \text{Int}_{\Delta_{X}}(A)] \) for all \( A \subseteq X \).

However, it is now more important to note that we also have the following

**Theorem 11.7.** For a relator \( \mathcal{R} \) on \( X \), the following assertions are equivalent:

1. \( \mathcal{R} \) is proximal;
2. \( \mathcal{R} \) is proximally equivalent to \( \mathcal{R}^\circ \) or \( \mathcal{R}^{\#\circ} \);
3. \( \mathcal{R} \) is proximally equivalent to a preorder relator on \( X \).
In principle, each theorem on topological and quasi-topological relators can be immediately derived from a corresponding theorem on proximal and quasi-proximal relators by using the following two theorems.

**Theorem 11.8.** For a relator \( R \) on \( X \), the following assertions are equivalent:

1. \( R \) is quasi-topological;
2. \( R^\triangleleft \) is quasi-proximal.

**Proof.** To prove the implication (1) \( \implies \) (2), assume that (1) holds, and moreover \( A \subseteq X \) and \( S \in R^\triangleleft \). Define \( V = \text{int}_R(S[A]) \). Then, if \( R \neq \text{empty} \), by Theorem 10.2 and Corollary 7.3, we have \( V \in \mathcal{T}_R = \tau_{\text{e}} \). Moreover, since \( V \subseteq \text{int}_R(S[A]) \), by Theorem 7.1 we also have \( V \in \text{Int}_R(S[A]) \). Therefore, \( V \in \tau_{\text{e}} \cap \text{Int}_R(S[A]) \).

On the other hand, since \( S \in R^\triangleleft \) and \( S[A] \subseteq S[A] \), we can also note that \( A \in \text{Int}_R(S[A]) \). Hence, by Theorem 7.1, we can infer that \( A \subseteq \text{int}_R(S[A]) = V \). Moreover, since \( V \in \tau_{\text{e}} \), we can also note that \( V \in \text{Int}_R(V) \).

Hence, since \( A \subseteq V \), we can infer that \( A \in \text{Int}_R(V) \). Therefore, since \( V \in \tau_{\text{e}} \cap \text{Int}_R(S[A]) \), we also have \( A \in \text{Int}_R\{\tau_{\text{e}} \cap \text{Int}_R(S[A])\} \). This shows that (2) also holds.

Thus, to complete the proof of the implication (1) \( \implies \) (2), it remains only to note that if \( R = \text{empty} \), then \( R \) is topological. Moreover, \( R^\triangleleft = \text{empty} \) if \( X \neq \text{empty} \) and \( R^\triangleleft = \{\text{empty}\} \) if \( X = \text{empty} \). Thus, \( R^\triangleleft \) is proximal. \( \square \)

**Remark 11.9.** If assertion (2) holds, then \( R^\triangleleft \) is semi-proximal in the sense that \( A \in \text{Int}_R\{\text{Int}_R(S[A])\} \) for all \( A \subseteq X \) and \( S \in R^\triangleleft \).

Moreover, if in particular \( \{x\} \in \text{Int}_R\{\text{Int}_R(R(x))\} \) for all \( x \in X \) and \( R \in R \), then we can already prove that assertion (1) also holds.

From Theorem 11.8, by using Theorems 10.3 and 11.3, we can easily derive

**Theorem 11.10.** For a relator \( R \) on \( X \), the following assertions are equivalent:

1. \( R \) is topological;
2. \( R^\triangleleft \) is proximal.

**Remark 11.11.** By the corresponding definitions, it is clear that the relator \( R^\triangleleft \) is reflexive if and only if \( R \) is reflexive.

However, if \( R \not\subseteq \{X^2\} \), then there exists \( R \in R \) such that \( R \neq X^2 \). Therefore, there exist \( x, y \in X \) such that \( x \notin R(y) \). Thus, \( S = \{x\} \times R(y) \cup \{x\} \times X \) is a non-reflexive relation on \( X \) such that \( S \in R^\triangleleft \). Therefore, \( R^\triangleleft \) cannot be reflexive.

Note that if \( R = \text{empty} \), then by Definition 6.1 we have \( R^\triangleleft = \text{empty} \) if \( X \neq \text{empty} \), and \( R^\triangleleft = \{\text{empty}\} \) if \( X = \text{empty} \). Moreover, if \( R = \{X^2\} \), then we have \( R^\triangleleft = \{X^2\} \). Therefore, in these very particular cases, the relator \( R^\triangleleft \) is also reflexive.

### 12. A Few Basic Facts on Filtered Relators

Intersection properties of relators were also first investigated in [146, 148].

**Definition 12.1.** A relator \( R \) on \( X \) to \( Y \) is called

1. **properly filtered** if for any \( R, S \in R \) we have \( R \cap S \in R \);
2. **uniformly filtered** if for any \( R \in R \) there exists \( T \in R \) such that \( T \subseteq R \cap S \);
3. **proximally filtered** if for any \( A \subseteq X \) and \( R, S \in R \) there exists \( T \in R \) such that \( T[A] \subseteq R[A] \cap S[A] \);
4. **topologically filtered** if for any \( x \in X \) and \( R, S \in R \) there exists \( T \in R \) such that \( T(x) \subseteq R(x) \cap S(x) \).

**Remark 12.2.** By using the binary operation \( \land \) and the unary operations \( \ast, \# \) and \( \land \), the above properties can be reformulated in some more concise forms.

For instance, we can see that \( R \) is topologically filtered if and only if any one of the properties \( R \land R \subseteq R \), \( (R \land R)^\triangleleft = R^\triangleleft \) and \( R^\triangleleft \land R^\triangleleft = R^\triangleleft \) holds.

However, in general, we only have \( (R \cap S)[A] \subseteq R[A] \cap S[A] \). Therefore, the corresponding proximal filteredness properties are, unfortunately, not equivalent.

Despite this, we can easily prove the following theorem which shows the appropriateness of the above proximal filteredness property.
Theorem 12.3. For a relator \( \mathcal{R} \) on \( X \) to \( Y \), the following assertions are equivalent:

1. \( \mathcal{R} \) is proximally filtered;
2. \( \text{cl}_R(A \cup B) = \text{cl}_R(A) \cup \text{cl}_R(B) \) for all \( A, B \subseteq Y \);
3. \( \text{Int}_R(A \cap B) = \text{Int}_R(A) \cap \text{Int}_R(B) \) for all \( A, B \subseteq Y \).

Proof. To prove the implication (3) \( \implies \) (1), note that if \( A \subseteq X \) and \( R, S \in \mathcal{R} \), then by the definition of \( \text{Int}_R \) we trivially have \( A \in \text{Int}_R(R[1]) \) and \( A \in \text{Int}_R(S[A]) \). Therefore, if (3) holds, then we also have \( A \in \text{Int}_R(R[A] \cap S[A]) \). Thus, by the definition of \( \text{Int}_R \), there exists \( T \in \mathcal{R} \) such that \( T[A] \subseteq R[A] \cap S[A] \).

Now, as an immediate consequence of this theorem, we can also state

Corollary 12.4. If \( \mathcal{R} \) is a proximally filtered relator on \( X \), then the families \( \tau_\alpha \) and \( \tau_\beta \) are closed under binary unions and intersections, respectively.

From Theorem 12.3, we can also easily derive the following

Theorem 12.5. For a relator \( \mathcal{R} \) on \( X \) to \( Y \), the following assertions are equivalent:

1. \( \mathcal{R} \) is topologically filtered;
2. \( \text{cl}_R(A \cup B) = \text{cl}_R(A) \cup \text{cl}_R(B) \) for all \( A, B \subseteq Y \);
3. \( \text{Int}_R(A \cap B) = \text{Int}_R(A) \cap \text{Int}_R(B) \) for all \( A, B \subseteq Y \).

Thus, in particular, we can also state the following

Corollary 12.6. If \( \mathcal{R} \) is a topologically filtered relator on \( X \), then the families \( \tau_\alpha \) and \( \tau_\beta \) are closed under binary unions and intersections, respectively.

The following example shows that, for a non-topological relator \( \mathcal{R} \), the converse of the above corollary need not be true.

Example 12.7. If \( X = \{1, 2, 3\} \) and \( R_i \) is relation on \( X \), for each \( i = 1, 2 \), such that
\[
R_i(1) = \{1, i + 1\} \quad \text{and} \quad R_i(2) = R_i(3) = \{2, 3\},
\]
then \( \mathcal{R} = \{R_1, R_2\} \) is reflexive relator on \( X \) such that \( \tau_\mathcal{R} \) is closed under arbitrary intersections, but \( \mathcal{R} \) is still not topologically filtered.

By the corresponding definitions, it is clear that \( \tau_\mathcal{R} = \{\emptyset, \{2, 3\}, \{1\}, \{1, 2\}\} \). Moreover, we can note that \( R_i(1) \not\subseteq R_i(1) \cap R_2(1) \) for each \( i = 1, 2 \), and thus by Definition 12.1 the relator \( \mathcal{R} \) is not topologically filtered.

13. A Few Basic Facts on Quasi-Filtered Relators

Since \( R \subseteq R^\infty \) for every relation \( R \) on \( X \), in addition to Definition 12.1, we may also naturally introduce the following

Definition 13.1. A relator \( \mathcal{R} \) on \( X \) is called

1. quasi-uniformly filtered if for any \( R, S \in \mathcal{R} \) there exists \( T \in \mathcal{R} \) such that \( T \subseteq R^\infty \cap S^\infty \);
2. quasi-proximally filtered if for any \( A \subseteq X \) and \( R, S \in \mathcal{R} \) there exists \( T \in \mathcal{R} \) such that \( T[A] \subseteq R^\infty[A] \cap S^\infty[A] \);
3. quasi-topologically filtered if for any \( x \in X \) and \( R, S \in \mathcal{R} \) there exists \( T \in \mathcal{R} \) such that \( T(x) \subseteq R^\infty(x) \cap S^\infty(x) \).

Remark 13.2. Analogously to Remark 12.2, the above quasi-filteredness properties can also be reformulated in some more concise forms.

For instance, we can see that \( \mathcal{R} \) is quasi-topologically filtered if and only if \( \mathcal{R}^\infty \land \mathcal{R}^{\land \infty} \subseteq \mathcal{R}^{\land \infty} \), \( (\mathcal{R}^{\land \infty} \land \mathcal{R}^{\infty})^{\land \infty} = \mathcal{R}^{\land \infty} \) or \( \mathcal{R}^{\land \infty} \land \mathcal{R}^{\infty} = \mathcal{R}^{\land \infty} \).
However, it is now more important to note that, by using some former results, we can also prove the following two theorems which show the appropriateness of the above quasi-proximal and quasi-topological filteredness properties.

**Theorem 13.3.** For any relator $\mathcal{R}$ on $X$, the following assertions are equivalent:

1. $\mathcal{R}$ is a quasi-proximally filtered;
2. $\tau_{\mathcal{R}}$ is closed under binary unions;
3. $\tau_{\mathcal{R}}$ is closed under binary intersections.

**Theorem 13.4.** For any relator $\mathcal{R}$ on $X$, the following assertions are equivalent:

1. $\mathcal{R}$ is a quasi-topologically filtered;
2. $\mathcal{F}_\mathcal{R}$ is closed under binary unions;
3. $\mathcal{T}_\mathcal{R}$ is closed under binary intersections.

**Remark 13.5.** In this respect it is also worth mentioning that if $\mathcal{R}$ is a relator on $X$ to $Y$, then the family $E_\mathcal{R}$ is closed under binary intersections if and only if $\mathcal{R}$ is quasi-directed in the sense that for any $x, y \in X$ and $R, S \in \mathcal{R}$ we have $R(x) \cap S(y) \in E_\mathcal{R}$.

From the above two theorems, by using Corollaries 12.4 and 12.6, we can derive

**Corollary 13.6.** If $\mathcal{R}$ is a proximally (topologically) filtered relator on $X$, then $\mathcal{R}$ is also quasi-proximally (quasi-topologically) filtered.

Now, by using Theorem 13.3, we can also easily prove the following

**Theorem 13.7.** If $\mathcal{R}$ is a quasi-proximally filtered, proximal relator on $X$, then $\mathcal{R}$ is proximally filtered.

**Proof.** Suppose that $A \subseteq X$ and $R, S \in \mathcal{R}$. Then, by Definition 11.1, there exist $U, V \in \tau_{\mathcal{R}}$ such that $A \subseteq U \subseteq R[A]$ and $A \subseteq V \subseteq S[A]$.

Moreover, by Theorem 13.3, we can state that $U \cap V \in \tau_{\mathcal{R}}$. Therefore, by the definition of $\tau_{\mathcal{R}}$, there exists $T \in \mathcal{R}$ such that $T[A] \subseteq T[U \cap V] \subseteq U \cap V \subseteq R[A] \cap S[A]$.

Moreover, by using Theorem 13.4, we can quite similarly prove

**Theorem 13.8.** If $\mathcal{R}$ is a quasi-topologically filtered, topological relator on $X$, then $\mathcal{R}$ is topologically filtered.

**Remark 13.9.** Our former Example 12.7 shows that even a quasi-proximally filtered, reflexive relator need not be topologically filtered.

Namely, if $X$ and $\mathcal{R}$ are as in Example 12.7, then by the corresponding definitions it is clear that $\tau_{\mathcal{R}} = \{\emptyset, \{2, 3\}, X\}$, and thus by Theorem 13.3 the relator $\mathcal{R}$ is quasi-proximally filtered.

14. Some Further Theorems on Topologically Filtered Relators

Now, by using the arguments of Kuratowski [88, pp. 39, 45], we shall prove some more particular theorems on the relation $cl_\mathcal{R}$.

To make the forthcoming proofs much shorter and more readable, we shall use the convenient notations

$$A^- = cl_\mathcal{R}(A), \quad A^\circ = int_\mathcal{R}(A) \quad \text{and} \quad A^\dagger = res_\mathcal{R}(A).$$

**Theorem 14.1.** If $\mathcal{R}$ is a topologically filtered relator on $X$ to $Y$, then for any $A, B \subseteq Y$ we have

$$cl_\mathcal{R}(A) \setminus cl_\mathcal{R}(B) = cl_\mathcal{R}(A \setminus B) \setminus cl_\mathcal{R}(B).$$
Proof. By using Theorem 12.5, we can see that

\[ A^- \cup B^- = (A \cup B)^- = ((A \setminus B) \cup B)^- = (A \setminus B)^- \cup B^- . \]

Hence, we can already infer that

\[ A^- \setminus B^- = (A^- \cup B^-) \setminus B^- = ((A \setminus B)^- \cup B^-) \setminus B^- = (A \setminus B)^- \setminus B^- . \]

Thus, in particular, we can also state the following

**Corollary 14.2.** If \( \mathcal{R} \) is a topologically filtered relator on \( X \) to \( Y \), then for any \( A, B \subseteq Y \) we have

\[ \operatorname{cl}_\mathcal{R}(A) \setminus \operatorname{cl}_\mathcal{R}(B) \subseteq \operatorname{cl}_\mathcal{R}(A \setminus B) . \]

This corollary will already allow us to easily prove the following

**Theorem 14.3.** If \( \mathcal{R} \) is a topologically filtered relator on \( X \), then for any \( A \subseteq X \) and \( U \in \mathcal{T}_\mathcal{R} \) we have

\[ \operatorname{cl}_\mathcal{R}(A) \cap U = \operatorname{cl}_\mathcal{R}(A \cap U) \cap U . \]

**Proof.** By Definition 5.1 and Theorem 4.5, we have \( U \subseteq U^c = U^{c-c} \). Hence, by using Corollary 14.2, we can already infer that

\[ A^- \cap U \subseteq A^- \cap U^{c-c} = A^- \setminus U^{c-c} \subseteq (A \setminus U^c)^- = (A \cap U)^- . \]

Therefore, \( A^- \cap U = A^- \cap U \cap U \subseteq (A \cap U)^- \cap U \).

Moreover, by using the increasingness of \( - \), we can see that \( (A \cap U)^- \subseteq A^- \), and thus \( (A \cap U)^- \cap U \subseteq A^- \cap U \) is always true. Therefore, we actually have \( A^- \cap U = (A \cap U)^- \cap U \). \( \square \)

Thus, in particular, we can also state the following important corollary which can also be easily proved directly.

**Corollary 14.4.** If \( \mathcal{R} \) is a topologically filtered relator on \( X \), then for any \( A \subseteq X \) and \( U \in \mathcal{T}_\mathcal{R} \) we have

\[ \operatorname{cl}_\mathcal{R}(A) \cap U \subseteq \operatorname{cl}_\mathcal{R}(A \cap U) . \]

**Remark 14.5.** The importance of the closure space counterpart of Corollary 14.4 was also recognized Csáaszár [33, 34, 35, 36, 38, 39] and Sivagami [140] who assumed it as an axiom for an increasing set-to-set function \( \gamma \).

Moreover, it is also worth noticing that, by using Theorem 4.5, Corollary 14.4 can be reformulated in the dual form that if \( \mathcal{R} \) is a topologically filtered relator on \( X \), then for any \( A \subseteq X \) and \( V \in \mathcal{T}_\mathcal{R} \) we have \( \operatorname{int}_\mathcal{R}(A \cup V) \subseteq \operatorname{int}_\mathcal{R}(A) \cup V \).

**15. Some More Particular Theorems on Topologically Filtered Relators**

By using Corollary 14.4, we can also easily prove the following

**Theorem 15.1.** If \( \mathcal{R} \) is a topologically filtered, topological relator on \( X \), then for any \( A \subseteq X \) and \( U \in \mathcal{T}_\mathcal{R} \) we have

\[ \operatorname{cl}_\mathcal{R}(A \cap U) = \operatorname{cl}_\mathcal{R}(A) \cap U . \]

**Proof.** By Corollary 14.4, we have \( A^- \cap U \subseteq (A \cap U)^- \). Moreover, by Theorems 10.3 and 10.2, we have \( (A \cap U)^- \in \mathcal{T}_\mathcal{R} \). Hence, by using the increasingness of \( - \) and the definition \( \mathcal{T}_\mathcal{R} \), we can infer that

\[ (A^- \cap U)^- \subseteq (A \cap U)^- \subseteq (A \cap U)^- . \]

On the other hand, by Theorems 10.3 and 9.3, we have \( A \subseteq A^- \), and thus also \( A \cap U \subseteq A^- \cap U \). Hence, by using the increasingness of \( - \), we can infer that \( (A \cap U)^- \subseteq (A^- \cap U)^- \). Therefore, the required equality \( (A \cap U)^- = (A^- \cap U)^- \) is also true. \( \square \)
From this theorem, we can immediate derive

**Corollary 15.2.** If \( \mathcal{R} \) is a topologically filtered, topological relator on \( X \), then for any \( A \in \mathcal{D}_\mathcal{R} \) and \( U \in \mathcal{T}_\mathcal{R} \) we have

\[
\text{cl}_\mathcal{R}(U) = \text{cl}_\mathcal{R}(A \cap U).
\]

**Proof.** By Definition 4.1 and Theorem 15.1, we evidently have

\[
U^- = (X \cap U)^- = (A^- \cap U)^- = (A \cap U)^-.
\]

Now, by modifying an argument of Levine [95], we can also prove

**Theorem 15.3.** If \( \mathcal{R} \) is a nonvoid, topological relator on \( X \) and \( A \subseteq X \) such that \( \text{cl}_\mathcal{R}(U) = \text{cl}_\mathcal{R}(A \cap U) \) for all \( U \in \mathcal{T}_\mathcal{R} \), then \( A \in \mathcal{D}_\mathcal{R} \).

**Proof.** Assume on the contrary that \( A \notin \mathcal{D}_\mathcal{R} \). Then, by Definition 4.1, there exists \( x \in X \) such that \( x \notin A^- \). Thus, by Definition 4.1, there exists \( R \in \mathcal{R} \) such that \( A \cap R(x) = \emptyset \). Moreover, by Definition 10.1, there exists \( U \in \mathcal{T}_\mathcal{R} \) such that \( x \notin U \subseteq R(x) \). Thus, in particular we also have \( A \cap U = \emptyset \).

Hence, by using the assumptions of the theorem, we can infer that

\[
U^- = (A \cap U)^- = \emptyset = \emptyset.
\]

Moreover, from the inclusion \( x \in U \), by using Theorems 10.3 and 9.3 and the increasingness of \( - \), we can infer that \( x \in \{x\}^\circ \subseteq U^- \), and thus \( U^- \neq \emptyset \). This contradiction proves that \( A \notin \mathcal{D}_\mathcal{R} \).

**Remark 15.4.** If \( \mathcal{R} \) is a nonvoid, reflexive relator on \( X \) and \( A \subseteq X \) such that \( \text{cl}_\mathcal{R}(R(x)) = \text{cl}_\mathcal{R}(A \cap R(x)) \) for all \( x \in X \) and \( R \in \mathcal{R} \), then we can even more easily prove that \( A \in \mathcal{D}_\mathcal{R} \).

Moreover, in Theorem 15.5 and Corollary 15.6, it is also enough to assume only that \( \mathcal{R} \) is a quasi-topologically filtered, topological relator on \( X \). Namely, in this case, \( \mathcal{R} \) is already topologically filtered by Theorem 13.8.
16. A Few Basic Facts on Simple Relators

**Definition 16.1.** A relator \( R \) on \( X \) to \( Y \) is called *properly simple* if it is a singleton relator. That is, there exists a relation \( R \) on \( X \) to \( Y \) such that \( R = \{ R \} \).

Much more generally, the relator \( R \) is called \( \wedge \)-simple, for some structure \( \wedge \) for relators on \( X \) to \( Y \), if it is \( \wedge \)-equivalent to a singleton relator. That is, there exists a relation \( R \) on \( X \) to \( Y \) such that \( \wedge_R = \{ R \} \).

Thus, by Theorems 6.4 and 8.12, for instance, we can at once state the following two theorems.

**Theorem 16.2.** For a relator \( R \) on \( X \) to \( Y \), the following assertions are equivalent:
1. \( R \) is \( \wedge \)-simple;
2. \( R \) is cl–simple;
3. \( R \) is int–simple.

**Theorem 16.3.** For a relator \( R \) on \( X \), the following assertions are equivalent:
1. \( R \) is \( \wedge \infty \)-simple;
2. \( R \) is \( \mathcal{F} \)-simple;
3. \( R \) is \( \mathcal{T} \)-simple.

**Remark 16.4.** Thus, for instance, the relator \( R \) may be naturally called *topologically simple* if it is \( \wedge \)-simple.

Moreover, if in particular \( R \) is a relator on \( X \), then \( R \) may be naturally called *quasi-topologically simple* if it is \( \wedge \infty \)-simple.

Now, for instance, we can also easily prove the following

**Theorem 16.5.** If \( R \) is a relator on \( X \) to \( Y \), then under the notation \( R = \bigcap R \) the following assertions are equivalent:
1. \( R \) is topologically simple;
2. \( R \in \mathcal{R} \);
3. \( R^\wedge = \{ R \}^\wedge \).

**Proof.** If (1) holds, then by the corresponding definitions there exists a relation \( S \) on \( X \) to \( Y \) such that \( R^\wedge = \{ S \}^\wedge \).

Hence, by using Corollary 4.10 and Theorem 6.4, we can infer that
\[
R^{-1}(y) = \rho_x(y) = cl\{\{y\}\} = cl\{\{y\}\} = S^{-1}(y)
\]
for all \( y \in Y \). Therefore, \( R^{-1} = S^{-1} \), and thus also \( R = S \). Consequently, we have \( R^\wedge = \{ S \}^\wedge = \{ R \}^\wedge \), and thus (3) also holds.

Now, since, (3) trivially implies (1), we need only show that (2) and (3) are also equivalent. For this, note that by Definition 6.1 we always have \( R \in \{ R \}^\wedge \) and \( \mathcal{R} \subseteq \{ R \}^\wedge \). Hence, by the corresponding properties of \( \wedge \), it is clear that \( \mathcal{R}^\wedge \subseteq \{ R \}^\wedge \), and thus \( \mathcal{R}^\wedge \subseteq \{ R \}^\wedge \). Moreover, we can also note that
\[
(2) \quad \Rightarrow \quad \{ R \} \subseteq \mathcal{R} \quad \Rightarrow \quad \{ R \}^\wedge \subseteq \mathcal{R}^\wedge \Rightarrow \quad \{ R \} \subseteq \mathcal{R}^\wedge.
\]

**Remark 16.6.** Note that, by Definition 6.1, for any relation \( R \) on \( X \) to \( Y \) we actually have \( \{ R \}^\wedge = \{ R \}^\# = \{ R \}^\ast \).

While, for any relation \( S \) on \( X \) to \( Y \), we have \( S \in \{ R \}^\wedge \) if and only if for each \( x \in X \) there exists \( \varphi(x) \in X \) such that \( R(\varphi(x)) \subseteq S(x) \). That is, there exists a function \( \varphi \) of \( X \) to itself such that \( R \circ \varphi \subseteq S \). Therefore, \( \{ R \}^\wedge = \{ R \circ X \}^\wedge \).

In addition to Theorem 16.5, we can also easily prove the following

**Theorem 16.7.** If \( R \) is a nonvoid relator on \( X \) to \( Y \), then under the notation \( R = \bigcap R \), we have
\[
\mathcal{R}^\wedge = \{ R^{-1} \}^\wedge.
\]

**Proof.** By Definitions 4.1 and 6.10 and Theorems 4.8, 7.1 and 4.9 and Corollary 4.10, for any \( y \in Y \) and \( A \subseteq X \), we have
\[
y \in cl_R^y(A) \iff \{ y \} \in cl_R^y(A) \iff \{ y \} \in cl_R^{-1}(A) \iff \{ y \} \in cl_R^{-1}(A) \iff A \in cl_R^{-1}(\{ y \}) \iff A \cap cl_R^{-1}(\{ y \}) \neq \emptyset \iff A \cap \rho_x(\{ y \}) \neq \emptyset \iff A \cap R^{-1}(\{ y \}) \neq \emptyset \iff y \in R[A] \iff y \in cl_{R^{-1}}(A).
\]

Therefore, \( cl_{R^{-1}} = cl_{R^{-1}} \), and thus by Theorem 6.4 the required equality is true.
Now, as an immediate consequence of this theorem, we can also state

**Corollary 16.8.** For any nonvoid relator \( R \) on \( X \) to \( Y \), the relator \( R^\vee \) is topologically simple.

**Remark 16.9.** Note that if in particular \( R = \emptyset \), but \( X \neq \emptyset \), then by Definition 6.1 we have \( R^\wedge = \emptyset \), and thus also \( R^\vee = R^{\wedge^{-1}} = \emptyset \) which cannot be topologically simple.

### 17. A Few Basic Facts on Symmetric Relators

In contrast to the reflexivity property of a relator \( R \) on \( X \), we may naturally introduce a great abundance of important symmetry and transitivity properties of the relator \( R \) [148, 149].

For instance, the relator \( R \) may be naturally called **strongly symmetric** if each member of \( R \) is symmetric. Moreover, the relator \( R \) may be naturally called **weakly symmetric** if the relation \( R = \cap R \) is symmetric.

However, it is now more important to note that we may also naturally have

**Definition 17.1.** A relator \( R \) on \( X \) is called

1. **properly symmetric** if \( R \in R \) implies \( R^{-1} \in R \);
2. **uniformly symmetric** if for each \( R \in R \) there exists \( S \in R \) such that \( S \subseteq R^{-1} \);
3. **proximally symmetric** if for each \( A \subseteq X \) and \( R \in R \) there exists \( S \in R \) such that \( S[A] \subseteq R^{-1}[A] \);
4. **topologically symmetric** if for each \( x \in X \) and \( R \in R \) there exists \( S \in R \) such that \( S(x) \subseteq R^{-1}(x) \).

**Remark 17.2.** By using the operations \(-1, *, \# \) and \( \wedge \), the above properties can be reformulated in more concise forms.

For instance, by using some basic properties of \( \# \), we can easily prove

**Theorem 17.3.** For a relator \( R \) on \( X \), the following assertions are equivalent:

1. \( R \) is proximally symmetric;
2. \( R^{-1} \subseteq R^\# \);
3. \( R^{-1} = R^\# \);
4. \( R^\#^{-1} \subseteq R^\# \);
5. \( R^\#^{-1} = R^\# \).

Thus, in particular we can also state the following

**Corollary 17.4.** For a relator \( R \) on \( X \), the following assertions are equivalent:

1. \( R^\# \) is properly symmetric;
2. \( R \) is proximally symmetric;
3. \( R^{-1} \) is proximally symmetric;
4. \( R \) and \( R^{-1} \) are proximally equivalent.

**Remark 17.5.** Concerning topological symmetry, we can only prove that \( R \) is topologically symmetric if and only if \( R^{-1} \subseteq R^\wedge \), or equivalently \( R^{\wedge^{-1}} \subseteq R^\wedge \).

Hence, it is clear that, topological symmetry is already is not a genuine symmetry property. Therefore, in addition to Definition 17.1, we must also have

**Definition 17.6.** A relator \( R \) on \( X \) is called

1. **properly topologically symmetric** if \( R^\wedge \) is properly symmetric;
2. **topologically bisymmetric** if both \( R \) and \( R^{-1} \) are topologically symmetric.

**Remark 17.7.** Thus, by Remark 17.5, we can see that \( R \) is topologically bisymmetric if and only if \( R^\wedge = R^{\wedge^{-1}} \). That is, \( R \) and \( R^{-1} \) are topologically equivalent.

Moreover, by using Definitions 17.6 and 6.10 and Theorem 16.7, we can also easily prove the following two theorems.
Theorem 17.8. For a relator $R$ on $X$, the following assertions are equivalent:

1. $R$ is properly topologically symmetric;
2. $R^\vee \subseteq R^\wedge$;
3. $R^\wedge = R^\vee$;
4. $R^{\wedge \vee} = R^\vee$;
5. $R^{\wedge \vee} = R^\vee$.

Theorem 17.9. If $R$ is a nonvoid relator on $X$, then under the notation $R = \bigcap R$ the following assertions are equivalent:

1. $R$ is properly topologically symmetric;
2. $R^{-1} \in R^\wedge$;
3. $R^\wedge = \{R^{-1}\}^\wedge$.

Proof. If (1) holds, then by Theorems 17.8 and 16.7 we have $R^\wedge = R^{\wedge \vee} = \{R^{-1}\}^\wedge$, and thus (3) holds.

While, if (3) holds, then

$$R^{\wedge -1} = \{R^{-1}\}^{\wedge -1} = \{R^{-1}\}^{*-1} = \{R^{-1}\}^{*-1} = \{R\}^\wedge = \{R\}^\wedge,$$

and thus (1) also holds. The equivalence of (2) and (3) is even more obvious.

From this theorem, we can easily derive the following

Corollary 17.10. For a nonvoid relator $R$ on $X$, the following assertions are equivalent:

1. $R$ is properly topologically symmetric;
2. $R$ is topologically simple and weakly symmetric.

Proof. To derive the symmetry of $R = \bigcap R$ from (1), note that if (1) holds, then by Corollary 4.10, Definition 4.1 and Theorems 17.9 and 6.4, we have

$$R^{-1} = \rho_{\wedge} = \rho_{\wedge} = \rho_{R^{-1}} = \rho_{R^{-1}} = R.$$

Remark 17.11. According to Remark 17.5, a relator $R$ on $X$ may be naturally called paratopologically symmetric if $R^{-1} \subseteq R^\wedge$, or equivalently $R^{-1} \subseteq R^\wedge$.

Moreover, by Definition 17.6, the relator $R$ may, for instance, be naturally called properly paratopologically symmetric if the relator $R^\wedge$ is properly symmetric.

On the other hand, by Remark 17.5, the relator $R$ may also be naturally called quasi-topologically symmetric if $R^{-1} \wedge \wedge \subseteq R^\wedge$, or equivalently $R^{-1} \wedge \wedge \subseteq R^\wedge$.

18. Some Further Theorems on Symmetric Relators

By Theorems 6.4 and 8.12, we can at once state the following two theorems.

Theorem 18.1. For a relator $R$ on $X$, the following assertions are equivalent:

1. $R$ is topologically symmetric;
2. $\text{cl}_R \subseteq \text{cl}_{R^{-1}}$;
3. $\text{int}_{R^{-1}} \subseteq \text{int}_R$.

Theorem 18.2. For a nonvoid relator $R$ on $X$, the following assertions are equivalent:

1. $R$ is quasi-topologically symmetric;
2. $\mathcal{T}_{R^{-1}} \subseteq \mathcal{T}_R$;
3. $\mathcal{T}_{R^{-1}} \subseteq \mathcal{T}_R$.

Remark 18.3. Thus, in particular we can also state $R$ is quasi-topologically bisymmetric if and only if $\mathcal{T}_{R^{-1}} = \mathcal{T}_R$, or equivalently $\mathcal{F}_{R^{-1}} = \mathcal{F}_R$.

However, it is now more important to note that, by using our former results, we can also prove the following three theorems.
Thus, (2) also holds.

Notation 19.1. In the sequel, we shall always assume that $X$ is a set and $\mathcal{R}$ is a relator on $X$.

Moreover, to shorten the subsequent proofs, we shall use the notations

$$A^\circ = \text{cl}_R(A), \quad A^\circ = \text{int}_R(A) \quad \text{and} \quad A^\dagger = \text{res}_R(A).$$

Parts (2) and (3) of the following definition has been mainly suggested by [94, Theorem 1 and Definition 1] of Levine.

While, for the motivations of parts (1) and (4), see Corson and Michael [26], Mashhour et al. [102], and a survey by Dontchev [50].

Definition 19.2. A subset $A$ of the relator space $X(\mathcal{R})$ will be called topologically

(1) preopen if $A \subseteq \text{int}_R(\text{cl}_R(A))$;
(2) semi-open if $A \subseteq \text{cl}_R(\text{int}_R(A))$;

Theorem 18.4. If $\mathcal{R}$ is a nonvoid relator on $X$, then under the notation $R = \bigcap \mathcal{R}$ the following assertions are equivalent:

(1) $\mathcal{R}$ is properly topologically symmetric;
(2) $\text{cl}_R(A) = R[A]$ for all $A \subseteq X$;
(3) $\text{int}_R(A) = R[A^\circ]$ for all $A \subseteq X$.

Proof. To prove the implication (1) $\implies$ (2), note that if (1) holds, then by Theorem 16.7 we have $\mathcal{R}^\circ = \{R^{-1}\}^\circ$. Hence, by using Theorems 6.4 and 4.9 we can infer that $\text{cl}_R(A) = \text{cl}_{R^{-1}}(A) = R[A]$ for all $A \subseteq X$. Therefore, (2) also holds.

Theorem 18.5. For a nonvoid relator $\mathcal{R}$ on $X$, the following assertions are equivalent:

(1) $\mathcal{R}$ is properly topologically symmetric;
(2) $A \subseteq \text{int}_R(B)$ implies $B^c \subseteq \text{int}_R(A^c)$ for all $A, B \subseteq X$;
(3) $A \cap \text{cl}_R(B) \neq \emptyset$ implies $B \cap \text{cl}_R(A) \neq \emptyset$ for all $A, B \subseteq X$.

Proof. To prove the implication (1) $\implies$ (3), note that if (1) holds and $R = \bigcap \mathcal{R}$, then by Theorem 18.4 and Corollary 17.10

$$A \cap \text{cl}_R(B) \neq \emptyset \implies A \cap R[B] \neq \emptyset \implies R^{-1}[B] \cap B \neq \emptyset \implies R[A] \cap B \neq \emptyset \implies \text{cl}_R(A) \cap B \neq \emptyset$$

for all $A, B \subseteq X$. Therefore, (3) also holds.

Theorem 18.6. For a nonvoid relator $\mathcal{R}$ on $X$, the following assertions are equivalent:

(1) $\mathcal{R}$ is properly topologically symmetric;
(2) $A \subseteq \text{int}_R(\text{cl}_R(A))$ for all $A \subseteq X$;
(3) $\text{cl}_R(\text{int}_R(A)) \subseteq A$ for all $A \subseteq X$.

Proof. To prove the implication (1) $\implies$ (2), note that if $A \subseteq X$, then by Theorem 4.5 we have $\text{cl}_R(A)^\circ = \text{int}_R(A^\circ)$, and thus also $\text{cl}_R(A)^\circ \subseteq \text{int}_R(A^\circ)$. Therefore, if (1) holds, then by Theorem 18.5 we also have $A \subseteq \text{int}_R(\text{cl}_R(A))$. Thus, (2) also holds.

Remark 18.7. The latter three theorems can be naturally generalized to topologically simple relators.

For instance, it can be shown that a nonvoid relator on $X$ to $Y$ is topologically simple if and only if under the notation $\mathcal{S} = \mathcal{R}^{-1}$ or $\mathcal{S}^\circ$ we have $A \subseteq \text{int}_S(\text{cl}_S(A))$ for all $A \subseteq X$.  

19. Some Generalized Topologically Open Sets

Notation 19.1. In the sequel, we shall always assume that $X$ is a set and $\mathcal{R}$ is a relator on $X$.
(3) quasi-open if there exists $V \in \mathcal{T}_R$ such that $V \subseteq A \subseteq \text{cl}_R(V)$;

(4) pseudo-open if there exists $V \in \mathcal{T}_R$ such that $A \subseteq V \subseteq \text{cl}_R(A)$.

And, the families of all such subsets $A$ of $X(R)$ will be denoted by $\mathcal{T}_R^\kappa$ with $\kappa = p, s, q$ and $ps$, respectively.

**Remark 19.3.** The inclusions $A \subseteq A^-=\text{c}$ and $A \subseteq A^\circ=\text{cc}$ mean only that the set $A$ is open with respect to the composite operations $\circ\circ$ and $\circ\circ\circ$ respectively.

While, the inclusions $V \subseteq A \subseteq V^\circ$ and $A \subseteq V \subseteq A^\circ$ mean that $A$ is near to $V$ from above and below, or can be approximated by $V$ from below and above.

The next simple example shows that, even in a very particular case, the families $\mathcal{T}_R^q$ and $\mathcal{T}_R^{ps}$ may be strictly smaller than the families $\mathcal{T}_R^s$ and $\mathcal{T}_R^p$, respectively.

**Example 19.4.** If $X = \{1, 2\}$ and $R$ is a relation on $X$ such that $R(1) = \{2\}$ and $R(2) = \{1\}$
then $R$ is an injective function of $X$ onto itself, with $R^{-1} = R$, such that

(1) $\mathcal{T}_R = \mathcal{T}_R^q = \mathcal{T}_R^{ps} = \{\emptyset, X\}$;

(2) $\mathcal{T}_R^s = \mathcal{T}_R^p = \mathcal{P}(X)$.

To check this, note that now, for any $A \subseteq X$, we have $R[A^\circ] = R[A]^\circ$. Therefore, by Theorems 4.9 and 4.5, we can state that

$A^- = R^{-1}[A] = R[A]$ and $A^\circ = A^\circ\circ = R[A^\circ] = R[A]^\circ = R[A]$.

Thus, by the corresponding definitions, we have $\mathcal{T}_R = \{\emptyset, X\}$ and $\mathcal{T}_R^q = \mathcal{T}_R^{ps} = \{\emptyset, X\}$. Moreover, for any $A \subseteq X$, we also have

$A^\circ = R[R[A]] = (R \circ R)(A) = (R \circ R^{-1})(A) = R[A]^\circ = R[A]$,

and quite similarly $A^- = A$. Therefore, $\mathcal{T}_R^s = \mathcal{T}_R^p = \mathcal{P}(X)$ also holds.

However, the appropriateness of Definition 19.2 can only be completely clear from the subsequent generalizations of the corresponding topological results.

**Theorem 19.5.** We have

(1) $\mathcal{T}_R^q \subseteq \mathcal{T}_R^s$;

(2) $\mathcal{T}_R^{ps} \subseteq \mathcal{T}_R^p$.

**Proof.** If $A \in \mathcal{T}_R^q$, then by Definition 19.2, there exists $V \in \mathcal{T}_R$ such that

$V \subseteq A \subseteq V^\circ$.

Hence, by using the definition of $\mathcal{T}_R$ and the increasingness of $\circ$, we can infer that $V \subseteq V^\circ \subseteq A^\circ$. Now, by using the increasingness of $\circ\circ$, we can also see that

$A \subseteq V^\circ \subseteq A^{-\circ}$.

Therefore, by Definition 19.2, we also have $A \in \mathcal{T}_R^s$.

While, if $A \in \mathcal{T}_R^{ps}$, then by Definition 19.2, there exists $V \in \mathcal{T}_R$ such that

$A \subseteq V \subseteq A^\circ$.

Hence, by using the definition of $\mathcal{T}_R$ and the increasingness of $\circ\circ$, we can infer that

$A \subseteq V \subseteq V^\circ \subseteq A^{-\circ}$.

Therefore, by Definition 19.2, we also have $A \in \mathcal{T}_R^p$. 

**Theorem 19.6.** If $R$ is reflexive relator on $X$, then

$\mathcal{T}_R \subseteq \mathcal{T}_R^q \cap \mathcal{T}_R^{ps}$.
Proof. If $A \in \mathcal{T}_R$, then by taking $V = A$ we have $V \in \mathcal{T}_R$. And, by using Theorem 9.3, we can see that

$$V = A \subseteq A^c = V^{-} \quad \text{and} \quad A = V \subseteq V^{-} = A^{-}.$$  

Therefore, by Definition 19.2, we also have $A \in \mathcal{T}_R^d$ and $A \in \mathcal{T}_R^{ps}$, and thus also $A \in \mathcal{T}_R^d \cap \mathcal{T}_R^{ps}$. \hfill \qed

From this theorem, by using Theorem 19.5, we can immediately derive

**Corollary 19.7.** If $\mathcal{R}$ is reflexive relator on $X$, then $\mathcal{T}_R \subseteq \mathcal{T}_R^d \cap \mathcal{T}_R^{ps}$.

---

### 20. Further Basic Properties of Generalized Topologically Open Sets

In addition to Theorem 19.5, we can also prove the following

**Theorem 20.1.** If $\mathcal{R}$ is a topological relator on $X$, then

1. $\mathcal{T}_R^d = \mathcal{T}_R^d$;
2. $\mathcal{T}_R^{ps} = \mathcal{T}_R^d$.

**Proof.** If $A \in \mathcal{T}_R^d$, then by Definition 19.2, we have $A \subseteq A^c$. Hence, by taking $V = A^c$, we get $A \subseteq V^{-}$. Moreover, by using Theorems 10.3, 9.3 and 10.2, we can see that

$$V = A^c \subseteq A \quad \text{and} \quad V = A^c \in \mathcal{T}_R.$$  

Thus, by Definition 19.2, we also have $A \in \mathcal{T}_R^d$. This proves that $\mathcal{T}_R^d \subseteq \mathcal{T}_R^d$.

While, if $A \in \mathcal{T}_R^{ps}$, then by Definition 19.2 we have $A \subseteq A^\circ$. Hence, by taking $V = A^\circ$, we get $A \subseteq V$. Moreover, by using Theorems 10.3, 9.3 and 10.2, we can see that

$$V = A^\circ \subseteq A \quad \text{and} \quad V = A^\circ \in \mathcal{T}_R.$$  

Thus, by Definition 19.2, we also have $A \in \mathcal{T}_R^{ps}$. This proves that $\mathcal{T}_R^{ps} \subseteq \mathcal{T}_R^{ps}$.

Now, by Theorem 19.5, we can see that assertions (1) and (2) are also true. \hfill \qed

By using our former results on topological relators, we can also prove

**Theorem 20.2.** If $\mathcal{R}$ is a topological relator on $X$, then for any $A \subseteq X$, the following assertions are equivalent:

1. $A \in \mathcal{T}_R^d$;
2. $\text{cl}_R(A) = \text{cl}_R(\text{int}_R(A))$;
3. $\text{cl}_R(A) = \text{cl}_R(V)$ for some $V \in \mathcal{T}_R \cap \mathcal{P}(A)$.

**Proof.** If (1) holds, then by Definition 19.2 we have $A \subseteq A^\circ$. Hence, by using the increasingness of $-$, we can infer that $A^c = A^{\circ^{-}}$. Moreover, from Theorems 10.3 and 10.2, we can see that $A^\circ^{-} \in \mathcal{F}_R$. Thus, by the definition of $\mathcal{F}_R$, we also have $A^{\circ^{-}} \subseteq A^{c}$. Therefore, $A^c \subseteq A^{\circ^{-}}$.

On the other hand, by Theorems 10.3 and 9.3, we have $A^c \subseteq A$. Hence, by using the increasingness of $-$, we can infer that $A^c \subseteq A^{\circ^{-}}$. Therefore, we actually have $A^c = A^{\circ^{-}}$, and thus assertion (2) also holds.

While, if (2) holds, i.e., $A^c = A^{\circ^{-}}$, then by taking $V = A^c$ we get $A^c = V^{-}$. Moreover, by Theorems 10.3, 9.3 and 10.2, we can see that $V \subseteq A$ and $V \in \mathcal{T}_R$, and thus $V \in \mathcal{T}_R \cap \mathcal{P}(A)$. Therefore, (3) also holds.

Finally, if (3) holds, then there exists $V \in \mathcal{T}_R$ such that $V \subseteq A$ and $A^c = V^{-}$. Hence, by using Theorems 10.3 and 9.3, we can see that $A \subseteq A^c = V$. Therefore, by Definition 19.2, we have $A \in \mathcal{T}_R^d$. Thus, by Theorem 19.5, assertion (1) also holds. \hfill \qed

**Remark 20.3.** Note that if $\mathcal{R}$ is a topological relator on $X$, then the family $\mathcal{T}_R$ need not be closed under finite intersections.

Therefore, Theorem 20.2 is a generalization of the corresponding observations of Njastad [110, p.961], Isomichi [75, Theorem 2], Noiri [111, Lemma 2] and Pipitone and Russo [123, Lemma 2.2].

Njastad and Isomichi, being not aware of Levine’s paper [94], investigated semi-open sets under the names “$\beta$-sets” and “subcondensed sets”, respectively. While, Noiri, Pipitone and Russo already used Levine’s terminology.

Theorem 20.2 is also a certain generalization of [6, Proposition 3.2] of Al-shami since, for every supra topology (generalized topology) $\mathcal{T}$ on $X$, there exists a nonvoid preorder relator $\mathcal{R}$ on $X$ such that $\mathcal{T} = \mathcal{T}_R$ [159].
Now, as an immediate consequence of Theorem 20.2, we can also state

**Corollary 20.4.** If $R$ is a topological relator on $X$, then for any $A \subseteq X$, the following assertions are equivalent:

1. $A \in F_R \cap T_s R$;
2. $A = \text{cl}_R(\text{int}_R(A))$;
3. $A = \text{cl}_R(V)$ for some $V \in T_R \cap P(A)$.

### 21. Another Important Property of Topologically Semi-Open and Quasi-Open Sets

By using similar arguments as in the proof of Theorem 20.2, we can also prove the following two generalizations of [94, Theorem 3] of Levine.

**Theorem 21.1.** If $R$ is a quasi-topological relator on $X$, $A \in T_s R$ and $A \subseteq B \subseteq \text{cl}_R(A)$, then $B \in T_s R$ also holds.

**Proof.** By Definition 19.2, we have $A \subseteq A^{\circ \circ}$. Hence, by using the increasingness of $\circ \circ$, we can infer that $A^- \subseteq A^{\circ \circ -}$. Moreover, by Theorem 10.2, we now also have $A^{\circ \circ -} \in T_R$. Hence, by using the definition of $T_R$, we can infer that $A^{\circ \circ -} \subseteq A^-$. Therefore, we also have $A^- \subseteq A^{\circ \circ -}$.

On the other hand, because of the inclusion $A \subseteq B$ and the increasingness properties of $\circ$ and $\circ \circ$, we also have $A^{\circ -} \subseteq B^{\circ -}$. Therefore, $A^- \subseteq B^{\circ -}$ also holds. Hence, because of $B \subseteq A^-$, we can already see that $B \subseteq B^{\circ -}$. Thus, by Definition 19.2, the required assertion is also true.

**Theorem 21.2.** If $R$ is a quasi-topological relator on $X$, $A \in T_q R$ and $A \subseteq B \subseteq \text{cl}_R(A)$, then $B \in T_q R$ also holds.

**Proof.** By Definition 19.2, there exists $V \in T_R$ such that $V \subseteq A \subseteq V^-$. Hence, since $A \subseteq B$, it is clear that $V \subseteq B$. Moreover, by using the increasingness of $-$, we can also see that $A^- \subseteq V^-$. On the other hand, by Theorem 10.2, we now also have $V^- \in T_R$. Hence, by the definition of $T_R$, we can infer that $V^{\circ \circ -} \subseteq V^-$. Therefore, $A^- \subseteq V^- \subseteq V^{\circ \circ -}$ also holds. Hence, because of $B \subseteq A^-$, we can already see that $B \subseteq V^- \subseteq V^{\circ \circ -}$ also holds. Thus, by Definition 19.2, the required assertion is also true.

**Remark 21.3.** Note that, in the above proof, we have only used an apparently weaker property, than the quasi-topologicalness of $R$.

Moreover, we have proved a little more than that was stated. Namely, that the “approximating set” $V$ used for the set $B$ does not depend on $B$.

Now, as an immediate consequence of Theorem 21.1, we can also state

**Theorem 21.4.** If $R$ is a topological relator on $X$, then for every $A \in T^*_R$ we have $\text{cl}_R(A) \in T^*_R$.

**Proof.** To derive this from Theorem 21.1, note that now by Theorems 10.3 the relator $R$ is reflexive and quasi-topological. Moreover, by Theorem 9.3, we have $A \subseteq A^-$, and thus also $A \subseteq A^- \subseteq A^-$. Therefore, by Theorem 21.1, we also have $A^- \in T^*_R$.

From this theorem, by using Corollary 19.7, we can immediately derive

**Corollary 21.5.** If $R$ is a topological relator on $X$, then for every $V \in T_R$ we have $\text{cl}_R(V) \in T^*_R$.

Hence, by using Theorems 10.2 and 10.3, we can immediately derive
Corollary 21.6. If $\mathcal{R}$ is a topological relator on $X$, then for every $A \subseteq X$ we have $\text{cl}_R(\text{int}_R(A)) \subseteq T^+_R$.

Now, by using Theorems 19.6 and 21.1, we can also prove the following generalization [94, Theorem 5] of Levine.

Theorem 21.7. If $\mathcal{R}$ is a topological relator on $X$, then $\mathcal{A} = T^+_R$ is the smallest family of subsets of $X$ such that

1. $T_R \subseteq \mathcal{A}$;
2. $A \in \mathcal{A}$ and $A \subseteq B \subseteq \text{cl}_R(A)$ imply $B \in \mathcal{A}$.

Proof. To prove the stated minimality property of $T^+_R$, note that if $A \in T^+_R$, then by Theorem 20.1 we also have $A \in T^+_R$. Thus, Definition 19.2, there exists $V \in T_R$ such that $V \subseteq A \subseteq V^\circ$. Therefore, if $\mathcal{A}$ is a family of subsets of $X$ such that (1) holds, then we have $V \in \mathcal{A}$. Moreover, if (2) also holds, then we also have $A \in \mathcal{A}$. Therefore, $T^+_R \subseteq \mathcal{A}$. \qed

Moreover, we can also prove the following generalization of [94, Lemma 2] of Levine.

Theorem 21.8. If $\mathcal{R}$ is a topological relator on $X$, then

$$T_R = \{ \text{int}_R(A) : A \in T^+_R \}.$$  

Proof. Now, by Theorem 10.3, $\mathcal{R}$ is reflexive and quasi-topological. Thus, if in particular $V \in T_R$, then by Corollary 19.7 we have also have $V \in T^+_R$.

Moreover, by the definition of $T_R$ and Theorem 9.3, we also have $V \subseteq V^+$ and $V^+ \subseteq V$, and thus also $V = V^+$. Therefore, $V \in (T^+_R)^\circ$, and thus $T_R \subseteq (T^+_R)^\circ$ also holds.

On the other hand, by Theorem 10.2, we have $A^\circ \in T_R$ for all $A \subseteq X$. Thus, $\mathcal{P}(X)^\circ \subseteq T_R$, and thus in particular $(T^+_R)^\circ \subseteq T_R$ also holds. Therefore, the required equality $T_R = (T^+_R)^\circ$ is also true. \qed

Remark 21.9. Note that, because of Theorem 20.1, here we may also write $T^+_R$ in place of $T^+_R$.

22. Another Important Property of Topologically Preopen and Pseudo-Open Sets

Analogously to Theorems 21.1 and 21.2, we can also prove the following two theorems.

Theorem 22.1. If $\mathcal{R}$ is a quasi-topological relator on $X$,

$$A \in T^p_R \text{ and } B \subseteq A \subseteq \text{cl}_R(B),$$

then $B \in T^p_R$ also holds.

Proof. By Definition 19.2, we have $A \subseteq A^{-\circ}$. Hence, by using that $B \subseteq A$, we can see that $B \subseteq A^{-\circ}$.

Moreover, from the inclusion $A \subseteq B^\circ$, by using the increasingness of $-\circ$ and Theorem 10.2, we can infer that

$$A^{-\circ} \subseteq B^{-\circ} \subseteq B^\circ.$$  

Hence, by using the increasingness of $-\circ$, we can infer that $A^{-\circ} \subseteq B^{-\circ}$. Therefore, because of $B \subseteq A^{-\circ}$, we also have $B \subseteq B^{-\circ}$. Hence, by Definition 19.2, we can see that $B \in T^p_R$ also holds. \qed

Theorem 22.2. If $\mathcal{R}$ is a quasi-topological relator on $X$,

$$A \in T^\text{pp}_R \text{ and } B \subseteq A \subseteq \text{cl}_R(B),$$

then $B \in T^\text{pp}_R$ also holds.

Proof. By Definition 19.2, there exists $V \in T_R$ such that $A \subseteq V \subseteq A^\circ$. Hence, by using that $B \subseteq A$, we can see that $B \subseteq V$.

Moreover, from the inclusion $A \subseteq B^\circ$, by using the increasingness of $-\circ$ and Theorem 10.2, we can infer that

$$A^{-\circ} \subseteq B^{-\circ} \subseteq B^\circ.$$  

Hence, by using the inclusion $V \subseteq A^{-\circ}$, we can see that $V \subseteq B^{-\circ}$. Therefore, we actually have $B \subseteq V \subseteq B^\circ$. Hence, by Definition 19.2, we can see that $B \in T^\text{pp}_R$ also holds. \qed
Remark 22.3. Again, we have proved a little more than that was stated. Namely, that the “approximating set” $V$ used for the set $B$ does not depend on $B$.

Instead of some counterparts of Theorem 21.4 and its corollaries, we shall only prove here the following two theorems.

**Theorem 22.4.** If $R$ is a nonvoid relator on $X$, then $D_R \subseteq T_R^p$.

*Proof.* If $A \in D_R$, then by the definition of $D_R$ we have $A^- = X$. Moreover, since $R \neq \emptyset$, by the definition of $\circ$, we also have $X^+ = X$. Therefore, we actually have $A^- = X^+ = X$. Thus, the required inclusion $A \subseteq A^-$ trivially holds. $\square$

**Theorem 22.5.** If $R$ is a topologically filtered relator on $X$ and $A = V \cap B$ for some $V \in T_R$ and $B \in D_R$, then $A \in T_R^{ps}$.

*Proof.* In this case, we have $A \subseteq V$. Moreover, by the definition of $D_R$ and Corollary 14.4, we also have

$$V = X \cap V = B^+ \cap V \subseteq (B \cap V)^- = A^-.$$

Therefore, we actually have $A \subseteq V \subseteq A^-$. Thus, by Definition 19.2, we have $A \in T_R^{ps}$. $\square$

From this theorem, by taking $V = X$ whenever $R \neq \emptyset$, we can get

**Corollary 22.6.** If $R$ is a nonvoid, topologically filtered relator on $X$, then $D_R \subseteq T_R^{pv}$.

Now, as some close analogues of Theorems 21.7 and 21.8, we can also prove the following two theorems.

**Theorem 22.7.** If $R$ is a topological relator on $X$, then $A = T_R^p$ is the smallest family of subsets of $X$ such that

1. $T_R \subseteq A$;
2. $A \in A$ and $B \subseteq A \subseteq \text{cl}_R(B)$ imply $B \in A$.

*Proof.* To prove the stated minimality property of $T_R^p$, note that if $A \in T_R^p$, then by Theorem 20.1 we also have $A \in T_R^{ps}$. Thus, Definition 19.2, there exists $V \in T_R$ such that $A \subseteq V \subseteq A^-$. Therefore, if $A$ is a family of subsets of $X$ such that (1) holds, then we have $V \in A$. Moreover, if (2) also holds, then we also have $A \in A$. Therefore, $T_R^p \subseteq A$. $\square$

**Theorem 22.8.** If $R$ is a topological relator on $X$, then

$$T_R = \{ \text{int}_R(A) : A \in T_R^p \}.$$

*Proof.* Now, by Theorem 10.3, $R$ is reflexive and quasi-topological. Thus, if in particular $V \in T_R$, then by Corollary 19.7 we also have $V \in T_R^p$.

Moreover, by the definition of $T_R$ and Theorem 9.3, we also have $V \subseteq V^+ \cap V^\circ \subseteq V$, and thus also $V = V^\circ$. Therefore, $V \in (T_R^p)^\circ$, and thus $T_R \subseteq (T_R^p)^\circ$ also holds.

On the other hand, by Theorem 10.2, we have $A^+ \in T_R$ for all $A \subseteq X$. Thus, $P(X)^+ \subseteq T_R$, and thus in particular $(T_R^p)^\circ \subseteq T_R$ also holds. Therefore, the required equality $T_R = (T_R^p)^\circ$ is also true. $\square$

**Remark 22.9.** Note that, because of Theorem 20.1, here we may also write $T_R^{pv}$ in place of $T_R^p$.

### 23. Topologically Regular Open Sets

By Kuratowski [87], in addition to Definition 19.2, we may also naturally introduce the following

**Definition 23.1.** A subset $A$ of the relator space $X(R)$ will be called topologically regular open if

$$A = \text{int}_R(\text{cl}_R(A))$$

And, the family of all such subsets of $X(R)$ will be denoted by $T'_R$.
Remark 23.2. Note that thus $T^R_R$ is just the family of all fixed points of the composite operation $-\circ - = -c - c$.

However, $T^R_R$ need not be a subset of $T_R$. Namely, if $X$ and $R$ are as in Example 19.4, then $T_R = \{\emptyset, X\}$, but $T^R_R = \mathcal{P}(X)$.

Of course, as an immediate consequence of Theorem 10.2, we can state

Theorem 23.3. If $R$ is a quasi-topological relator on $X$, then $T^R_R \subseteq T_R$.

Moreover, by using the plausible notation $F^s_R = \{A^c : A \in T^s_R\}$, we can prove the following generalization of a statement of Dontchev [50, p. 4]. (See also Ekici [54, Theorem 8] and Jamunarani et al. [77, Theorem 2.2] for some more general results.)

Theorem 23.4. We have

$$T^R_R = T^p_R \cap F^s_R.$$  

Proof. By Definitions 23.1 and 19.2, it is clear that, for any $A \subseteq X$, we have

$$A \in T^R_R \iff A = A^{\circ^o} \iff A \subseteq A^{\circ^o}, \quad A^{\circ^o} \subseteq A \iff A \in T^p_R, \quad A^c \subseteq A^{-\circ^c}.$$  

Moreover, by using the equalities $\circ c = c -$ and $-c = c \circ o$, we can see that

$$A^{-\circ^c} = A^{-c} = A^{c^o}.$$  

Therefore,

$$A^c \subseteq A^{-\circ^c} \iff A^c \subseteq A^{c^o} \iff A^c \in T^s_R \iff A \in F^s_R.$$  

Consequently,

$$A \in T^R_R \iff A \in T^p_R, \quad A \in F^s_R \iff A \in T^p_R \cap F^s_R,$$  

and thus the required equality is true.

From this theorem, by using Theorem 20.1, we can immediately derive

Theorem 23.5. If $R$ is a topological relator on $X$, then $T^R_R = T^p_R \cap F^q_R$.

Proof. To check this, note that by Theorem 20.1, for any $A \subseteq X$, we have

$$A \in F^s_R \iff A^c \in T^s_R \iff A^c \in T^q_R \iff A \in F^q_R.$$  

Moreover, from Theorem 23.4, by using Corollary 19.7 and Theorem 23.3, we can easily derive the following partial dual of Corollary 20.4.

Theorem 23.6. If $R$ is a topological relator on $X$, then

$$T^R_R = T^p_R \cap F^q_R.$$  

Proof. By Theorem 10.3, $R$ is reflexive and quasi-topological. Thus, by Corollary 19.7 and Theorem 23.3, we have $T_R \subseteq T^p_R$ and $T^p_R \subseteq T_R$. Hence, by using Theorem 23.4, we can already infer that

$$T^R_R = T^p_R \cap T^q_R = T^p_R \cap F^q_R.$$  

From this theorem, by using Theorem 20.1, we can immediately derive

Corollary 23.7. If $R$ is a topological relator on $X$, then $T^R_R = T^q_R$.

By using Theorem 23.6, we can also easily prove the following generalization of a statement of Kuratowski [87].
Theorem 23.8. If $\mathcal{R}$ is a topological relator on $X$, then for any $A \in \mathcal{T}_R^s$ we have

$$\text{cl}_R(A)^c \in \mathcal{T}_R^c$$.

Proof. By Theorem 23.6, we have $\mathcal{T}_R^c = \mathcal{T}_R \cap \mathcal{F}_R^s$. Moreover, by Theorems 10.3 and 10.2, we have $A^c \in \mathcal{F}_R^s$, and thus $A^{-c} \in \mathcal{T}_R$. Therefore, to obtain the required assertion $A^{-c} \in \mathcal{T}_R^c$, we need only show that $A^{-c} \in \mathcal{T}_R^c$, i.e., $A^c \in \mathcal{T}_R$ also holds. However, this is true by Theorem 21.4. \(\blacksquare\)

Remark 23.9. Note that thus, under the conditions of the above theorem, we also have $A^{-\circ} = A^{-c-c} \in \mathcal{T}_R^\prime$.

However, the latter fact seems to be of no importance, since by using Theorem 23.6 we can also prove the following

Theorem 23.10. If $\mathcal{R}$ is a topological relator on $X$, then for any $A \subseteq X$ we have

$$\text{int}_R(\text{cl}_R(A)) \in \mathcal{T}_R^\prime$$.

Proof. By Theorem 23.6, we have $\mathcal{T}_R^\prime = \mathcal{T}_R \cap \mathcal{F}_R^c$. Moreover, by Theorems 10.3 and 10.2, we have $A^{-\circ} \in \mathcal{T}_R$. Therefore, to obtain the required assertion $A^{-\circ} \in \mathcal{T}_R^\prime$, we need only show that $A^{-\circ} \in \mathcal{T}_R^\prime$, i.e., $A^{-\circ} \in \mathcal{T}_R^s$ also holds.

For this, note that, because of the equalities $\circ c = c$ and $-c = c \circ$ and Corollary 21.6, we have

$$A^{-\circ c} = A^{-c} = A^{c\circ} \in \mathcal{T}_R^s$$.

Remark 23.11. The above two theorems can also be proved directly, by using only Theorems 10.3, 9.3 and 10.2 and the increasingness of the operations $-$ and $\circ$.

By using Theorems 12.5, 23.8 and 23.10, it can be shown that if $\mathcal{R}$ is a topologically filtered, topological relator on $X$, then the family $\mathcal{T}_R^\prime$ forms a Boolean algebra under the operations defined by

$$A' = A^{-c}, \quad A \wedge B = A \cap B \quad \text{and} \quad A \vee B = (A \cup B)^\prime$$

for all $A, B \in \mathcal{T}_R^\prime$. (See Stone [144] and Givant and Halmos [64].)

However, the above statement is of no particular importance for us now, since unions, intersections and complements of generalized topologically open sets will only be investigated in a subsequent paper.

24. Characterizations of topologically semi-open and quasi-open sets

Now, as a generalization of [51, Lemma 1] of Duszyński and Noiri, we can also prove the following

Theorem 24.1. If $\mathcal{R}$ is a reflexive relator on $X$, then for any $A \subseteq X$ the following assertions are equivalent:

1. $A \in \mathcal{T}_R^s$;
2. there exists $B \subseteq X$ such that

$$A = \text{int}_R(A) \cup B \quad \text{and} \quad B \subseteq \text{res}_R(\text{int}_R(A))$$.

Proof. By Theorem 9.3, we have $A^\circ \subseteq A$. Moreover, if (1) holds, then by Definition 19.2 we have $A \subseteq A^{-\circ}$. Hence, by defining $B = A \setminus A^\circ$, we can already see that

$$A = A^\circ \cup (A \setminus A^\circ) = A^\circ \cup B \quad \text{and} \quad B = A \setminus A^\circ \subseteq A^{-\circ} \setminus A^\circ = A^\circ$$.

Therefore, (2) also holds.

By Theorem 9.3, we also have $A^\circ \subseteq A^{-\circ}$. Therefore, if (2) holds, then we have

$$A = A^\circ \cup B \subseteq A^\circ \cup A^\circ = A^\circ \cup (A^{-\circ} \setminus A^\circ) = A^{-\circ}$$.

Thus, by Definition 19.2, assertion (1) also holds. \(\blacksquare\)
Remark 24.2. Note that if $B$ is as in (2), then $A = A^\circ \cup B$. And, because of $B \subseteq A^{\circ\dagger} = A^{\circ\dagger} \setminus A^\circ$, we have $A^\circ \cap B = \emptyset$.

Moreover, by Theorem 9.3, we have $A^{\circ\circ} \subseteq A^\circ$. Therefore, by using the notation $A^{\dagger} = \text{bbox}_R(A)$, we can also state that $B \subseteq A^{\circ\dagger} = A^{\circ\dagger} \setminus A^\circ < A^{\circ\circ} = A^{\circ\dagger}$.

Now, by using our former results, we can also easily prove the following generalization of an observation of Dlaska, Ergun and Ganster [47, p. 1163].

**Theorem 24.3.** If $\mathcal{R}$ is a topological relator on $X$, then for any $A \subseteq X$ the following assertions are equivalent:

1. $A \in \mathcal{T}^\dagger_\mathcal{R}$;
2. there exist $V \in \mathcal{T}_\mathcal{R}$ and $B \subseteq X$ such that $A = V \cup B$ and $B \subseteq \text{res}_\mathcal{R}(V)$.

**Proof.** If (1) holds, then by Theorem 24.1, there exists $B \subseteq X$ such that $A = A^\circ \cup B$ and $B \subseteq A^{\circ\dagger}$.

Moreover, by Theorems 10.3 and 10.2, we have $A^\circ \in \mathcal{T}_\mathcal{R}$. Hence, by taking $V = A^\circ$, we can see that (2) also holds.

On the other hand, by Theorems 10.3 and 9.3, we have $V \subseteq V^\circ$ for any $V \subseteq X$. Therefore, if (2) holds, then we have not only $V \subseteq A$ but also $A = V \cup B \subseteq V \cup V^\dagger = V \cup (V^\circ \setminus V) = V^\circ$.

Hence, by Definition 19.2, we can see that $A \in \mathcal{T}^\dagger_\mathcal{R}$. Thus, by Theorem 20.1, assertion (1) also holds.

**Remark 24.4.** Note that if in particular $\mathcal{R}$ is a topologically filtered, topological relator on $X$, then by Corollary 15.6 we have $V^\dagger \in \mathcal{N}_\mathcal{R}$, Hence, since $B \subseteq V^\dagger$, it is clear that $B \in \mathcal{N}_\mathcal{R}$ also holds.

Therefore, analogously to [94, Theorem 7] of Levine, we can also state

**Theorem 24.5.** If $\mathcal{R}$ is a topologically filtered, topological relator on $X$ and $A \in \mathcal{T}^\dagger_\mathcal{R}$, then there exist $V \in \mathcal{T}_\mathcal{R}$ and $B \subseteq \mathcal{N}_\mathcal{R}$ such that $A = V \cup B$ and $V \cap B = \emptyset$.

The following obvious reformulation of [94, Example 2] of Levine shows that the converse of this theorem is false.

**Example 24.6.** Define $X = \mathbb{R}$ and $R_n = \{(x, y) \in X^2 : d(x, y) < n^{-1}\}$ for all $n \in \mathbb{N}$.

Then, $\mathcal{R} = \{R_n : n \in \mathbb{N}\}$ is a properly filtered, strongly topological relator on $X$ such that, under the notations $V = [0, 1]$ and $B = \{2\}$,

we have $V \in \mathcal{T}_\mathcal{R}$ and $B \in \mathcal{N}_\mathcal{R}$ such that $A = V \cup B \notin \mathcal{T}^\dagger_\mathcal{R}$.

To check the required properties, note that

1. $R_n = R_m \cap R_m$ if $n, m \in \mathbb{N}$ such that $m \leq n$;
2. $R_n(x) = \{x - n^{-1}, x + n^{-1}\}$ for all $n \in \mathbb{N}$ and $x \in X$;
3. for each $n \in \mathbb{N}$, $x \in X$ and $y \in R_n(x)$, we have $R_m(y) \subseteq R_n(x)$ if $m \in \mathbb{N}$ such that $m^{-1} < n^{-1} - d(x, y)$.

By using (2), we can easily see that $A^\circ = V$ and $A^{\circ\circ} = V^\circ = [0, 1]$, and thus $A \notin A^{\circ\circ}$. Therefore, by Definition 19.2, $A \notin \mathcal{T}^\dagger_\mathcal{R}$. Although, $A = V \cup B$, $V \cap B = \emptyset$, $V \in \mathcal{T}_\mathcal{R}$ and $B^{\circ\circ} = B^\circ = \emptyset$.

While, by using assertion (3) and the property $\text{sup}(\mathbb{N}) = +\infty$, we can easily see that $R_n(x) \in \mathcal{T}_\mathcal{R}$ for all $n \in \mathbb{N}$ and $x \in X$. Therefore, $\mathcal{R}$ is strongly quasi-topological.
Remark 24.7. Assertion (3) can also be easily derived from (2). However, it seems not to be a consequence of the very strong reflexivity, symmetry and transitivity properties of $R$.

Now, in addition to $\Delta_X \subseteq R_n$ and $R_n = R_{n-1}^{-1}$, we also have $R_{2n} \circ R_{2n} \subseteq R_n$ for all $n \in \mathbb{N}$. Thus, $R$ is a strictly uniformly transitive tolerance relator on $X$.

25. Characterizations of preopen and pseudo-open sets

As a conterpart of [59, Proposition 2.1] of Ganster, we can also prove

**Theorem 25.1.** If $R$ is a topologically filtered, topological relator on $X$, then for any $A \subseteq X$ the following assertions are equivalent:

1. $A \in T^p_R$;
2. there exist $V \in T_R$ and $B \in D_R$ such that $A = V \cap B$;
3. there exist $V \in T^r_R$ and $B \in D_R$ such that $A = V \cap B$.

**Proof.** If (1) holds, then by Definition 19.2 we have $A \subseteq A^{-c}$. Hence, we can infer that

$$A = A^{\infty} \setminus (A^{\infty} \setminus A) = A^{\infty} \cap (A^{\infty} \cap A)^c = A^{c-c} \cap (A^{-\infty} \cup A).$$

Now, by defining

$$V = A^{\infty} \quad \text{and} \quad B = A^{-\infty} \cup A,$$

we can state that $A = V \cap B$. And, by Theorem 23.10, we can state that $V = A^{\infty} \in T^p_R$.

Moreover, by using Theorem 12.5, we can see that

$$B^{-} = (A^{-\infty} \cup A)^{-} = A^{-\infty} \cup A^{-}.$$

And, by using the equality $\circ c = c$ and Theorems 10.3 and 9.3, we can also see that

$$A^{-\infty}c^{-} = A^{c-c} \supseteq A^{-c} \supseteq A^{c}.$$

Therefore,

$$B^{-} = A^{-\infty} \cup A^{-} \supseteq A^{-\infty} \cup A^{-} = X,$$

and thus $B^{-} = X$. Hence, by the definition of $D_R$, we can see that $B \in D_R$, and thus (3) also holds.

From Theorem 23.6, we know that $T^r_R \subseteq T_R$. Therefore, assertion (2) is an immediate consequence of (3).

Moreover, from Theorems 22.5 and 19.5, we can see that (2) implies (1) even if the relator $R$ is assumed to be only topologically filtered. $\square$

In addition to the above theorem, we can also prove the following

**Theorem 25.2.** If $R$ is a topologically filtered, topological relator on $X$, then for any $A \subseteq X$ the following assertions are equivalent:

1. $A \in T^p_R$;
2. there exists $V \in T_R$ such that $A \subseteq V$ and $\text{cl}_R(A) = \text{cl}_R(V)$;
3. there exists $V \in T^r_R$ such that $A \subseteq V$ and $\text{cl}_R(A) = \text{cl}_R(V)$.

**Proof.** If (1) holds, then by Theorem 25.1 there exist $V \in T^p_R$ and $B \in D_R$ such that $A = V \cap B$. Thus, in particular $A \subseteq V$. Hence, by using the increasingness $\subset$, we can infer that $A^{-} \subseteq V^{-}$.

Moreover, by Theorem 23.6, we have $T^p_R \subseteq T_R$, and thus $V \in T_R$. Therefore, by the definition of $D_R$ and Corollary 14.4, we can also state that

$$V = V \cap X = V \cap B^{-} \subseteq (V \cap B)^{-} = A^{-}.$$
Hence, by using the increasingness of $-$, Theorems 10.3 and 10.2 and the definition of $\mathcal{F}_R$, we can infer that $V^- \subseteq A^- \subseteq A^-$. Therefore, we actually have $A^- = V^-$, and thus (3) also holds.

Again, by the inclusion $\mathcal{T}_R^2 \subseteq \mathcal{T}_R$, it is clear that (2) is an immediate consequence of (3). Therefore, we need only show that (2) also implies (1).

For this, note that if (2) holds, then by Theorems 10.3 and 9.3, in addition to $A \subseteq V$, we also have $V \subseteq V^- = A^-$. Therefore, by Definition 19.2, we have $A \in \mathcal{T}_R^{ps}$. Hence, by Theorem 19.5, we can see that (1) also holds.

**Remark 25.3.** Note that, by Theorem 20.1, in the above two theorems we may again write $\mathcal{T}_R^{ps}$ in place of $\mathcal{T}_R^p$.

### 26. A further important property of topologically semi-open and preopen sets

By using Corollary 14.4, we can also prove the following improvement of [112, Lemma 2.5] of Noiri.

**Theorem 26.1.** If $\mathcal{R}$ is a topologically filtered, topological relator on $X$, and 

$$A \in \mathcal{T}_R^2, \quad B \in \mathcal{T}_R^p, \quad \text{int}_\mathcal{R}(A) \subseteq C \subseteq \text{cl}_\mathcal{R}(A), \quad B \subseteq D \subseteq X,$$

then 

$$\text{cl}_\mathcal{R}(A) \cap B = \text{cl}_\mathcal{R}(C \cap D) \cap B.$$  

**Proof.** By Definition 19.2, we have 

$$A \subseteq A^- \subseteq A^\circ,$$

and 

$$B \subseteq B^- \subseteq B^\circ.$$ 

Hence, by using the increasingness of the operation $-$, Theorems 10.3 and 10.2, and the definition $\mathcal{F}_R$, we can infer that 

$$A^- \subseteq A^\circ \subseteq A^- \subseteq A^\circ.$$ 

Moreover, from Theorems 10.3, 10.2 and 9.3, we can see that $A^\circ, B^- \in \mathcal{T}_R$ and $B^\circ \subseteq B^-$. Hence, by using Corollary 14.4, the corresponding properties of $-$, and the assumptions $A^\circ \subseteq C$ and $B \subseteq D$, we can infer that 

$$A^- \cap B \subseteq A^\circ \cap B^- \subseteq (A^\circ \cap B^-) = (A^\circ \cap B)^- \subseteq (C \cap D)^-, \quad \text{and thus } (C \cap D)^- \cap B \subseteq A^- \cap B.$$ 

Moreover, by using the corresponding properties of $-$ and the assumption $C \subseteq A^-$, we can also see that 

$$(C \cap D)^- \subseteq C^- \subseteq A^- \subseteq A^- \subseteq A^-,$$

and thus $$(C \cap D)^- \cap B \subseteq A^- \cap B$. Therefore, the required equality is also true.

From this theorem, by choosing $C$ and $D$ appropriately, we can immediately derive a great number equalities for the set $A^- \cap B$. For instance, we can at once state the following 

**Corollary 26.2.** If $\mathcal{R}$ is a topologically filtered, topological relator on $X$, and $A \in \mathcal{T}_R^2$ and $B \in \mathcal{T}_R^p$, then 

$$\text{cl}_\mathcal{R}(A) \cap B = \text{cl}_\mathcal{R}(\text{int}_\mathcal{R}(A)) \cap \text{int}_\mathcal{R}(\text{cl}_\mathcal{R}(B)) \cap B.$$  

Theorem 26.1 strongly suggests that some of the equalities stated by Dontchev [50, p. 4], without proofs and references, cannot be true.

To see that this is really the case, we can use the following

**Example 26.3.** If $X$ and $\mathcal{R}$ are as in Example 24.6, and 

$$A = [0, 1] \quad \text{and} \quad B = ]0, 1[, \quad \text{and} \quad \text{cl}_\mathcal{R}(A) \cap B = ]0, 1[, \quad \text{cl}_\mathcal{R}(\text{int}_\mathcal{R}(A)) \cap \text{int}_\mathcal{R}(\text{cl}_\mathcal{R}(B)) \cap B.$$

Note that the inclusions $A \in \mathcal{T}_R^2$ and $B \in \mathcal{T}_R^p$ are immediate consequences of Corollary 21.5 and Theorems 22.5 and 19.5.
27. Some further generalized topologically open sets

Parts (1) and (2) of the following definition has been suggested by Njåstad [110] and Abd El-Monsef et al. [1].
While, for some motivations of parts (3) and (4), see Theorems 21.1 and 22.1 and [8, 2.1 Definition] of Andrijević.

**Definition 27.1.** A subset \(A\) of the relator space \(X(\mathcal{R})\) will be called topologically
(1) \(\alpha\)-open if \(A \subseteq \text{int}_R(\text{cl}_R(\text{int}_R(A)))\);
(2) \(\beta\)-open if \(A \subseteq \text{cl}_R(\text{int}_R(\text{cl}_R(A)))\);
(3) \(\gamma\)-open if there exists \(V \in T_{sR}\) such that \(A \subseteq V \subseteq \text{cl}_R(A)\);
(4) \(\delta\)-open if there exists \(V \in T_{pR}\) such that \(V \subseteq A \subseteq \text{cl}_R(V)\).

And, the family of all such subsets of \(X(\mathcal{R})\) will be denoted by \(T_\kappa_R\) with \(\kappa = \alpha, \beta, \gamma\) and \(\delta\), respectively.

**Remark 27.2.** Note that if the relator \(\mathcal{R}\) is not topological, then by using the families \(T_{qR}\) and \(T_{p_{sR}}\) instead of \(T_{sR}\) and \(T_{pR}\), respectively, we can get some stronger forms of generalized topologically open sets.

Now, by using Definition 27.1 and the increasingness of \(\circ\) and \(\circ\), we can easily prove the following

**Theorem 27.3.** We have
\[T_\gamma R \cup T_\delta R \subseteq T_\beta R .\]

**Proof.** If \(A \in T_\gamma R\), then by Definition 27.1 there exists \(V \in T_{sR}\) such that \(A \subseteq V \subseteq A^{-}\).
Hence, by using the definition of \(T_{sR}\) and the increasingness of \(\circ\), we can see that \(A \subseteq V \subseteq V^{-} \subseteq A^{-^{-}}\).
Therefore, by Definition 27.1, we also have \(A \in T_\beta R\).

While, if \(A \in T_\beta R\), then by Definition 27.1 there exists \(V \in T_{pR}\) such that \(V \subseteq A \subseteq V^{-}\).
Hence, by using the definition of \(T_{pR}\) and the increasingness of \(\circ\) and \(-\), we can see that \(A \subseteq V \subseteq V^{-} \subseteq A^{-^{-}}\).
Therefore, by Definition 27.1, we also have \(A \in T_\beta R\). \(\square\)

Moreover, by Definition 27.1, Theorem 9.3 and Corollary 19.7, it is clear that we also have the following

**Theorem 27.4.** If \(\mathcal{R}\) is a reflexive relator on \(X\), then
(1) \(T_\gamma R \cup T_{p_{sR}} \subseteq T_\gamma R\);
(2) \(T_\beta R \cup T_{p_{sR}} \subseteq T_\beta R\).

**Proof.** To prove (1), note that if \(A \in T_{p_{sR}}\), then by taking \(V = A\) we evidently have \(V \in T_{p_{sR}}\) such that \(A \subseteq V\).
Moreover, by Theorem 9.3, we can also see that \(V \subseteq V^{-} = A^{-}\). Thus, by Definition 27.1, \(A \in T_\gamma R\) also holds.

While, if \(A \in T_{p_{sR}}\), then by Definition 19.2 there exists \(V \in T_{sR}\) such that \(A \subseteq V \subseteq A^{-}\). Moreover, by Corollary 19.7, we have \(T_{sR} \subseteq T_{p_{sR}}\), and thus in particular \(V \in T_{sR}\). Therefore, by Definition 27.1, \(A \in T_\gamma R\) also holds. \(\square\)

Now, in addition to Theorem 19.6 and Corollary 19.7, we can also prove

**Theorem 27.5.** If \(\mathcal{R}\) is a reflexive relator on \(X\), then \(T_\mathcal{R} \subseteq T_\mathcal{R}\) also holds with \(\kappa = \alpha, \beta, \gamma\) and \(\delta\).
Proof. By Corollary 19.7 and Theorems 27.4 and 27.3, we have

\[ T_R \subseteq T_R^i \cap T_R^p \subseteq T_R^\gamma \cap T_R^\delta \subseteq T_R^\gamma \cup T_R^\delta \subseteq T_R^\beta. \]

Therefore, we need only show that \( T_R \subseteq T_R^\alpha \) also holds.

For this, note that if \( A \in T_R \), then by Theorem 9.3 and the definition of \( T_R \), we have

\[ A \subseteq A^- \quad \text{and} \quad A \subseteq A^\circ. \]

Hence, by using the increasingness of \( \circ \) and \( - \circ \), we can infer that

\[ A^\circ \subseteq A^{\circ-} \quad \text{and} \quad A^{-\circ} \subseteq A^{\circ-\circ}. \]

Therefore, \( A \subseteq A^{\circ-\circ} \). Hence, by Definition 27.1, we can see that \( A \in T_R^\alpha \).

Concerning reflexive relators, we can also easily prove the following

**Theorem 27.6.** If \( R \) is a reflexive relator on \( X \), then

(1) \( T_R^\alpha \subseteq T_R^\gamma \cap T_R^\delta \);

(2) \( T_R^\delta \cup T_R^\gamma \subseteq T_R^\beta \).

**Proof.** From Theorems 27.4 and 27.4, we can see that

\[ T_R^\delta \cup T_R^\gamma \subseteq T_R^\beta \]

and thus in particular (2) also holds. Therefore, we need only prove (1).

For this, note that if \( A \in T_R^\alpha \), then by Definition 27.1 we have \( A \subseteq A^- \) and \( A \subseteq A^\circ \). Hence, by Definition 19.2, we have \( A \subseteq A^{\circ-} \) and \( A \subseteq A^{-\circ} \).

Moreover, by Theorem 9.3, we also have \( A^\circ \subseteq A \). Hence, by using the increasingness of the operation \( - \circ \), we can infer that \( A^{\circ-\circ} \subseteq A^{-\circ} \). Therefore, we also have \( A \subseteq A^{\circ-\circ} \). Hence, by Definition 19.2, we can see that \( A \in T_R^\alpha \) also holds. Therefore, we actually have \( A \in T_R^\alpha \cap T_R^\delta \), and thus (1) is true.

**Remark 27.7.** Assertions (1) and (2) actually depend on the fact that if \( R \) is a reflexive relator on \( X \), then for any \( A \subseteq X \) we have

\[ A^{\circ-\circ} \subseteq A^{\circ-} \cap A^{-\circ} \quad \text{and} \quad A^{\circ-} \cup A^{-\circ} \subseteq A^{-\circ-\circ}. \]

**28. Characterizations of topologically α-open sets**

Now, as a straightforward generalization of [112, Lemma 2.1] of Noiri and [128, Theorem 3] of Reilly and Vamanamurthy, we can also prove the following

**Theorem 28.1.** If \( R \) is a topological relator on \( X \), then

\[ T_R^\alpha = T_R^\gamma \cap T_R^\delta. \]

**Proof.** From Theorem 26.7, we know that \( T_R^\alpha \subseteq T_R^\gamma \cap T_R^\delta \) even if the relator \( R \) is assumed to be only reflexive.

Moreover, if \( A \in T_R^\gamma \cap T_R^\delta \), i.e., \( A \in T_R^\gamma \) and \( A \in T_R^\delta \), then by Definition 19.2, we have

\[ A \subseteq A^- \quad \text{and} \quad A \subseteq A^\circ. \]

Hence, by using the increasingness of the operations \( - \) and \( \circ \), Theorems 10.3 and 10.2, and the definition of \( F_R \), we can infer that

\[ A^- \subseteq A^{\circ-\circ} \subseteq A^- \quad \text{and} \quad A^{-\circ} \subseteq A^{\circ-\circ}. \]

Therefore, we also have \( A \subseteq A^{\circ-\circ} \). Hence, by Definition 27.1, we can see that \( A \in T_R^\alpha \) also holds even if \( R \) is assumed to be only quasi-topological.
Moreover, as an improvement of [110, Proposition 4] of Njåstad, we can prove

**Theorem 28.2.** If $R$ is a topologically filtered, topological relator on $X$, then for any $A \subseteq X$ the following assertions are equivalent:

1. $A \in T_R^\alpha$;
2. there exist $V \in T_R$ and $B \in N_R$ such that $A = V \setminus B$;
3. there exist $V \in T_R$ and $B \subseteq res_r(\text{int}_R(A))$ such that $A = V \setminus B$.

**Proof.** If (1) holds, then by Definition 27.1 we have $A \subseteq A^{\circ-\circ}$, and thus

$$A = A^{\circ-\circ} \setminus (A^{\circ-\circ} \setminus A).$$

Hence, by defining

$$V = A^{\circ-\circ} \quad \text{and} \quad B = A^{\circ-\circ} \setminus A,$$

we can obtain $A = V \setminus B$. Moreover, by Theorems 10.3, 10.2 and 9.3, we can state that

$$V \in T_R \quad \text{and} \quad B \subseteq A^{\circ-\circ} \setminus A^{\circ} = A^{\uparrow}.$$  

Therefore, (3) also holds.

To prove the implication (3) $\implies$ (2), it is enough to note only that, by Theorems 10.3 and 10.2, we have $A^{\circ} \in T_R$. Thus, by Corollary 15.6, we have $A^{\uparrow} \in N_R$. Therefore, if $B \subseteq A^{\uparrow}$, then we also have $B \in N_R$.

Finally, if (2) holds, then by Theorems 12.5, 10.3, 10.2 and 9.3 we can see that

$$A^{\circ} = (V \setminus B)^{\circ} = (V \cap B^{\circ})^{\circ} = V^{\circ} \cap B^{c^\circ} = V \cap B^{c^\circ}.$$

Hence, by using Corollary 14.4, we can infer that

$$V \cap B^{c^\circ -} \subseteq (V \cap B^{c^\circ})^{-} = A^{\circ -}.$$

Moreover, by using that $c \circ = -c$ and $c - = c \circ -$, we can see that

$$B^{c^\circ -} = B^{-c^\circ} = B^{-\circ c} = 0^c = X.$$

Therefore, we actually have $V \subseteq A^{\circ -}$, and hence also

$$A \subseteq V = V^{\circ} \subseteq A^{\circ-\circ}.$$  

Thus, by Definition 27.1, assertion (1) also holds. \ 

**Remark 28.3.** If $R$ is a topological relator on $X$, then by Theorems 10.3, 10.2 and 9.3, for any $A \subseteq X$, we have $A^{\circ\circ} = A^{\circ}$.

Therefore, by using the notation $A^{\uparrow} = \text{bnd}_R(A)$, we can also state that $A^{\circ\downarrow} = A^{\circ} \setminus A^{\circ} = A^{\circ-\circ} \setminus A^{\circ\circ} = A^{\circ\downarrow}$.

Now, by using the above theorem, we can also prove the following improvement of [110, Corollary] of Njåstad.

**Corollary 28.4.** For a nonvoid, topologically filtered, topological relator $R$ on $X$, the following assertions are equivalent:

1. $T_R^\alpha \subseteq T_R$;
2. $T_R^\alpha = T_R$;
3. $N_R \subseteq \mathcal{F}_R$;
4. $N_R = \mathcal{F}_R \setminus \mathcal{E}_R$.

**Proof.** From Theorem 27.5, we can see that $T_R \subseteq T_R^\alpha$. Therefore, (1) and (2) are equivalent even if $R$ is only reflexive.

Moreover, if $A \in N_R$, then by using Theorem 9.3, the increasingness of $\circ$, and the definitions of $\mathcal{D}_R$ and $\mathcal{E}_R$, we can see that $A^{\circ} \subseteq A^{\circ\circ} = 0$, and thus $A^{\circ} = 0$, i.e., $A \notin \mathcal{E}_R$. Therefore, (3) and (4) are also equivalent even if $R$ is only reflexive.
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From Theorem 10.3, we know that a topological relator is reflexive. Therefore, to complete the proof, we need only show that now (1) and (3) are also equivalent. For this, note that now $X \in T_R$ since $R$, $\emptyset$. Therefore, if $B \in N_R$, then by Theorem 28.2 we also have $B^c = X \setminus B \in T_R^q$. Hence, if (1) holds, we can infer that $B^c \in T_R$, and thus $B \in T_R$. Therefore, (1) implies (3).

On the other hand, if $A \in T_R^q$, then by Theorem 28.2 there exist $V \in T_R$ and $B \in N_R$ such that $A = V \setminus B$. Moreover, if (3) holds, we can also state that $B \in T_R$, and thus $B^c \in T_R$. Hence, by using Corollary 12.6, we can infer that $A = V \setminus B = V \cap B^c \in T_R$. Therefore, (1) also holds.

29. Characterizations of topologically $\beta$–open sets

By using the plausible notation $T_R^c = \{ A^c : A \in T_R \}$, as a partial counterpart of [54, Theorem 26] of Ekici and [77, Theorem 3.7] of Jamunarani et al., we can also prove the following

**Theorem 29.1.** If $R$ is a topological relator on $X$, then for any $A \subseteq X$ the following assertions are equivalent:

1. $A \in T_R^\beta$;
2. $\text{cl}_R(A) \in T_R^q$;
3. $\text{cl}_Q(A) \in T_R^q$;
4. $\text{cl}_R(A) \in T_R^c$.

**Proof.** From Theorem 20.1, we know that (2) and (3) are equivalent. Therefore, we need only prove the equivalence of (1), (2) and (4).

For this, note that if (1) holds, then by Definition 27.1 we have $A \subseteq A^{-\circ}$. Hence, by using the increasingness of $\circ$, Theorems 10.3 and 10.2, and the definition of $F_R$, we can infer that $A^{-\circ} \subseteq A^{-\circ\circ}$.

Therefore, by Definition 19.2, assertion (2) also holds.

While, if (2) holds, then by using Theorems 10.3, 9.3, 10.2 and 20.2, we can see that $A^{-\circ} = A^{-\circ\circ}$. Hence, by using that $\circ^c = c \circ$ and $\circ \circ = c^{-\circ}$, we can infer that $A^{-\circ} = A^{-\circ\circ}$.

Thus, by Definition 23.1, we have $A^c \in T_R^c$, and thus (4) also holds.

Finally, if (4) holds, then $A^c \in T_R^c$. Therefore, by Definition 23.1, we have $A^{-\circ} = A^{-\circ\circ}$. Hence, by using a similar argument as above, we can infer that $A^{-\circ} = A^{-\circ\circ}$. Moreover, by Theorems 10.3 and 9.3, we also have $A \subseteq A^{-\circ}$. Therefore, $A \subseteq A^{-\circ\circ}$, and thus by Definition 27.1 assertion (1) also holds.

**Remark 29.2.** From this theorem, by using our former results on the families $T_R^q$ and $T_R^c$, we can derive several properties of the family $T_R^\beta$.

For instance, from Theorem 29.1, by using Theorems 20.2 and 24.3, we can immediately derive the following

**Theorem 29.3.** If $R$ is a topological relator on $X$, then for any $A \subseteq X$ the following assertions are equivalent:

1. $A \in T_R^\beta$;
2. there exists $V \in T_R$ such that $\text{cl}_Q(A) = \text{cl}_R(V)$;
3. there exist $V \in T_R$ and $B \subseteq X$ such that $\text{cl}_R(A) = V \cup B$ and $B \subseteq \text{res}_R(V)$.

Hence, we can easily derive the following counterpart of [54, Theorem 27] of Ekici and [77, Theorem 3.8] of Jamunarani at al.
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Corollary 29.4. If $\mathcal{R}$ is a topological relator on $X$, $A \in \mathcal{T}_R^\beta$ and
\[ A \subseteq B \subseteq \text{cl}_R(A), \]
then $B \in \mathcal{T}_R^\beta$ also holds.

Proof. By using the increasingness of $\sigma$, Theorems 10.3 and 10.2, and the definition of $\mathcal{T}_R$, we can see that
\[ A^\sigma \subseteq B^\sigma \subseteq A^\sigma \subseteq A^\sigma, \]
and thus $A^\sigma = B^\sigma$. Hence, by Theorem 29.3, it is clear that the required assertion is also true.

Moreover, from Theorem 29.1, by using Theorem 24.5, we can also easily derive

Theorem 29.5. If $\mathcal{R}$ is a topologically filtered, topological relator on $X$ and $A \in \mathcal{T}_R^\beta$, then there exist $V \in \mathcal{T}_R$ and $B \in \mathcal{N}_R$ such that
\[ \text{cl}_R(A) = V \cup B \quad \text{and} \quad V \cap B = \emptyset. \]

Now, analogously to [54, Theorem 23] of Ekici and [77, Theorem 3.5] of Jamunarani et al., we can also prove the following

Theorem 29.6. If $\mathcal{R}$ is a topological relator on $X$ and $A \in \mathcal{T}_R^\beta$, then there exist $V \in \mathcal{T}_R$ and $B \in \mathcal{D}_R$ such that
\[ A = V \cap B. \]

Proof. Define
\[ V = A^\sigma \quad \text{and} \quad B = A \cup A^{-c}. \]

Then, by Theorem 29.1, we have $V \in \mathcal{T}_R^\beta$. Moreover, by using the increasingness of $\sigma$ and Theorems 10.3 and 9.3, we can see that
\[ B^{-} = (A \cup A^{-c})^{-} \subseteq A^{-} \cup A^{-c}^{-} \subseteq A^{-} \cup A^{-c} = X. \]

Therefore, $B^{-} = X$, and thus $B \in \mathcal{D}_R$.

Moreover, by using Theorems 10.3 and 9.3, we can also see that
\[ V \cap B = A^{-} \cap (A \cup A^{-c}) = (A^{-} \cap A) \cup (A^{-} \cap A^{-c}) = A \cup \emptyset = A. \]

Therefore, the required assertion is also true.

The following example shows that the converse of this theorem is also false.

Example 29.7. If $X = \{1, 2, 3, 4\}$ and $R_i$ is a relations on $X$, for every $i = 1, 2, 3, 4$, such that
\[
\begin{align*}
R_1(1) &= \{1\}, & R_1(2) &= R_1(3) &= R_1(4) &= X; \\
R_2(1) &= R_2(2) = \{1, 2\}, & R_2(3) &= R_2(4) &= X; \\
R_3(1) &= X, & R_3(2) &= R_3(3) &= \{2, 3\}, & R_3(4) &= X;
\end{align*}
\]
then $\mathcal{R} = \{R_1, R_2, R_3\}$ is a preorder relator on $X$ such that, under the notations
\[ V = \{2, 3\} \quad \text{and} \quad B = \{1, 3, 4\}, \]
we have $V \in \mathcal{T}_R^\beta$ and $B \in \mathcal{D}_R$ such that $A = V \cap B \notin \mathcal{T}_R^\beta$.

To check this, note that $R_1$, $R_2$ and $R_3$ are just the Pervin preorders generated by the sets $\{1\}$, $\{1, 2\}$ and $\{2, 3\}$, respectively. Moreover, we have
\[
\begin{align*}
A^{\sigma^{-}} &= \{3\}^{-c^{-}} = \{3, 4\}^{-} = 0^{-} = \emptyset, \\
V^{\sigma^{-}} &= \{2, 3\}^{\sigma^{-}} = \{2, 3\}^{-} = \{2, 3, 4\} \quad \text{and} \quad B^{-} = \{1, 3, 4\}^{-} = X.
\end{align*}
\]
30. Some further results on topologically $\alpha$-open and $\beta$-open sets

By using our former results and the plausible notation $\mathcal{F}_R^s = \{ A^c : A \in \mathcal{T}_R^s \}$ with $\kappa = s$ and $\kappa = \beta$, we can also easily prove the following counterpart of [54, Theorem 7] of Ekici and [77, Theorem 2.1] of Jamunarani et al.

**Theorem 30.1.** If $R$ is a topological relator on $X$, then

$$\mathcal{T}_R^\alpha = \mathcal{T}_R^\beta \cap \mathcal{T}_R^\alpha.$$ 

**Proof.** By Theorem 23.6, we have $\mathcal{T}_R^\gamma = \mathcal{T}_R^\gamma \cap \mathcal{T}_R^\alpha$. Moreover, by Theorems 27.5 and 27.6, we have

$$\mathcal{T}_R^\gamma \subseteq \mathcal{T}_R^\alpha \text{ and } \mathcal{T}_R^\alpha \subseteq \mathcal{T}_R^\beta,$$

and thus also $\mathcal{T}_R^\alpha \subseteq \mathcal{T}_R^\beta$. Therefore, $\mathcal{T}_R^\alpha \subseteq \mathcal{T}_R^\gamma \cap \mathcal{T}_R^\beta$.

On the other hand, if $A \in \mathcal{T}_R^\gamma \cap \mathcal{T}_R^\beta$, then we have

$$A \in \mathcal{T}_R^\alpha \text{ and } A \in \mathcal{T}_R^\beta,$$

and thus also $A^c \in \mathcal{T}_R^\beta$. Hence, by using Definition 27.1, we can infer that

$$A \subseteq A^{\alpha-\alpha} \text{ and } A^c \subseteq A^{\gamma-\gamma},$$

and thus also $A^{\alpha-\alpha} \subseteq A$. Moreover, by using the equalities $c \circ c = c \circ c$ and $-c = c \circ c$, we can see that

$$A^{\alpha-\alpha} = A^{\gamma-\gamma} = A^{\beta-\beta}.$$ 

Therefore, $A^{\alpha-\alpha} \subseteq A$, and thus $A = A^{\alpha-\alpha}$ also holds. Hence, by using Theorem 23.10, we can already infer that $A \in \mathcal{T}_R^\gamma$. Therefore, $\mathcal{T}_R^\gamma \cap \mathcal{T}_R^\beta \subseteq \mathcal{T}_R^\gamma$, and thus the required equality is also true. 

Now, by using Theorem 27.3 and 29.1, we can also easily prove the following two counterparts of [8, Theorem 2.4] of Andrijević.

**Theorem 30.2.** If $R$ is a topological relator on $X$, then $\mathcal{T}_R^\beta = \mathcal{T}_R^\gamma$.

**Proof.** By Theorem 27.3, we always have $\mathcal{T}_R^\gamma \subseteq \mathcal{T}_R^\beta$. Therefore, we need only prove that now $\mathcal{T}_R^\beta \subseteq \mathcal{T}_R^\gamma$ also holds.

For this, note that if $A \in \mathcal{T}_R^\beta$, then by Theorem 29.1 we have $A^- \in \mathcal{T}_R^\gamma$. Hence, by defining $V = A^-$, we can note that $V \in \mathcal{T}_R^\gamma$ such that $V \subseteq A^-$. Moreover, by Theorems 10.3 and 9.3, it is clear that $A \subseteq V$ is also true. Therefore, by Definition 27.1 we also have $A \in \mathcal{T}_R^\gamma$. 

**Theorem 30.3.** If $R$ is a topologically filtered, topological relator on $X$, then $\mathcal{T}_R^\beta = \mathcal{T}_R^\gamma$.

**Proof.** By Theorem 27.3, we always have $\mathcal{T}_R^\gamma \subseteq \mathcal{T}_R^\beta$. Therefore, we need only prove that now $\mathcal{T}_R^\beta \subseteq \mathcal{T}_R^\gamma$ also holds.

For this, note that if $A \in \mathcal{T}_R^\beta$, then by Theorem 29.1 we have $A^- \in \mathcal{T}_R^\gamma$. Hence, by using Theorems 10.3, 9.3, 10.2 and 20.2, we can again infer that

$$A^- = A^{-\alpha} = A^{\gamma-\gamma}.$$ 

Now, by defining $V = A \cap A^{-\alpha}$, we can note that $V \subseteq A$. Moreover, by using Corollary 14.4 and Theorems 10.3, 10.2 and 9.3, we can see that

$$V^{-\alpha} = (A \cap A^{-\alpha})^{-\alpha} \subseteq A^{-\alpha} \cap A^{-\alpha} = A^{-\alpha}.$$ 

Hence, we can infer that

$$V^{-\alpha} \subseteq A^{-\alpha} = A^{-\alpha} \subseteq A \cap A^{-\alpha} = V.$$ 

Thus, by Definition 19.2, we also have $V \in \mathcal{T}_R^\beta$.

Moreover, we can now also note that

$$A \subseteq A^- = A^{-\alpha} \subseteq V^{-\alpha} = V^-.$$ 

Therefore, by Definition 27.1, we also have $A \in \mathcal{T}_R^\gamma$. 
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Unfortunately, concerning the relationship of the families $T^\alpha_R$ and $T^\gamma_R$, we can only prove the following

**Theorem 30.4.** If $R$ is a reflexive relator on $X$, then $T^\alpha_R \subseteq T^\gamma_R \cap T^\delta_R$.

*Proof.* If $A \in T^\alpha_R$, then by Theorem 27.6 we also have $A \in T^\gamma_R$ and $A \in T^\beta_R$. Hence, by Theorem 27.4, we can see that $A \in T^\gamma_R$ and $A \in T^\delta_R$ also hold. Therefore, the required inclusion is also true.

**Remark 30.5.** Later, we shall see that the corresponding equality need not be true. Moreover, $T^\delta_R$ may also be a proper subset of $T^\gamma_R$.

### 31. Topologically $a$–open and $b$–open sets

In topological spaces, $\beta$–open sets were actually called semi-preopen by Andrijević [8]. Later, this terminology was also used by Ganster and Andrijević [60] and Dontchev [48].

In a subsequent paper [12], Andrijević also introduced the notion of a $b$–open subset of a topological space. Motivated by his definition, we may also naturally introduce the following

**Definition 31.1.** A subset $A$ of a relator space $X(R)$ will be called topologically

1. $a$–open if $A \subseteq \text{cl}_R(\text{int}_R(A)) \cap \text{int}_R(\text{cl}_R(A))$;
2. $b$–open if $A \subseteq \text{cl}_R(\text{int}_R(A)) \cup \text{int}_R(\text{cl}_R(A))$.

And, the family of all such subsets of $X(R)$ will be denoted by $T^a_R$ and $T^b_R$, respectively.

Thus, analogously to Theorem 27.6, we evidently have the following

**Theorem 31.2.** We have

1. $T^a_R = T^s_R \cap T^p_R$;
2. $T^s_R \cup T^p_R \subseteq T^b_R$.

Moreover, by using Theorems 27.6 and 9.3 and Definition 27.1, we can also prove

**Theorem 31.3.** If $R$ is reflexive relator on $X$, then

1. $T^a_R \subseteq T^\alpha_R$
2. $T^b_R \subseteq T^\beta_R$.

*Proof.* Since (1) follows immediately from Theorems 27.6 and 31.2, we need only prove (2).

For this, note that if $A \in T^b_R$, then by Definition 31.1 and Remark 27.7, we have $A \subseteq A^{s-} \cup A^{-} \subseteq A^{s- -}$. Thus, by Definition 27.1, $A \in T^a_R$ also holds.

**Remark 31.4.** Note that, by Theorem 31.2, we always have $T^a_R \subseteq T^b_R$. Thus, if $R$ is reflexive relator on $X$, then by Theorem 31.3 we also have $T^a_R \subseteq T^\beta_R$.

Now, in accordance with [12, Remark 1] of Adrrijević, we can also prove

**Theorem 31.5.** If $R$ is a topologically filtered, topological relator on $X$, then for any $A \subseteq X$ the following assertions are equivalent:

1. $A \in T^b_R$;
2. there exist $B \in T^s_R$ and $C \in T^p_R$ such that $A = B \cup C$.

*Proof.* If (2) holds then by Definition 19.2 we have

$$B \subseteq B^{s-} \quad \text{and} \quad C \subseteq C^{-\circ}.$$ 

Moreover, we can see that $B \subseteq A$ and $C \subseteq A$. Hence, by using the increasingness of $s-\circ$ and $-\circ$, we can infer that

$$B^{s-} \subseteq A^{s-} \quad \text{and} \quad C^{-\circ} \subseteq A^{-\circ}.$$
Therefore, we have

\[ A = B \cup C \subseteq A^{o-} \cup A^{-o}.\]

Thus, by Definition 31.1, assertion (1) also holds even if \( R \) is not assumed to have any particular properties.

Conversely, if (1) holds, then by Definition 31.1, we have \( A \subseteq A^{-o} \cup A^{o-} \). Hence, we can infer that

\[ A = A \cap (A^{o-} \cup A^{-o}) = (A \cap A^{o-}) \cup (A \cap A^{-o}).\]

Thus, by defining

\[ B = A \cap A^{o-} \quad \text{and} \quad C = A \cap A^{-o},\]

we can at once state that \( A = B \cup C \).

Now, by using Theorems 12.5, 10.3, 10.2 and 9.3, we can also see that

\[ B^o = (A \cap A^{o-})^o = A^o \cap A^{o-o} \supseteq A^o \cap A^{-o} = A^o \cap A^o = A^o,\]

and thus

\[ B^o \supseteq A^o \supseteq A \cap A^{o-o} = B.\]

Therefore, by Definition 19.2, we have \( B \in T^s_R \).

Moreover, by using Corollary 14.4, Theorem 12.5, 10.3, 10.2 and 9.3, we can also see that

\[ C^- = (A \cap A^{-o})^- \supseteq A^- \cap A^{-o} = A^-;\]

and thus

\[ C^- \supseteq A^{-o-o} = A^- \supseteq A \cap A^{-o} = C.\]

Therefore, by Definition 19.2, we also have \( C \in T^p_R \).

Remark 31.6. The above proof shows that if \( R \) is a topologically filtered, topological relator on \( X \), then for any \( A \subseteq X \) we have

1. \( A \cap A^{o-} \in T^s_R \);  
2. \( A \cap A^{-o} \in T^p_R \).

32. Generalized topologically open sets derived from topologically simple relators

By Definition 19.2 and Theorem 18.6, we can at once state the following

**Theorem 32.1.** For a nonvoid relator \( R \) on \( X \), the following assertions are equivalent:

1. \( T^p_R = \mathcal{P}(X) \);  
2. \( R \) is a properly topologically symmetric.

Hence, by using Theorems 23.4 and 31.2, we can immediately derive

**Corollary 32.2.** If \( R \) is a nonvoid, properly topologically symmetric relator on \( X \), then

1. \( T^s_R = \mathcal{F}_R^s \);  
2. \( T^a_R = T^s_R \);  
3. \( T^b_R = \mathcal{P}(X) \).

**Proof.** Namely, by Theorems 23.4 and 31.2 and 32.1, we have

\[ T^s_R = T^p_R \cap T^a_R = \mathcal{P}(X) \cap T^s_R = \mathcal{F}_R^s \]

and

\[ T^a_R = T^a_R \cap T^p_R = T^s_R \cap \mathcal{P}(X) = T^s_R.\]

Moreover, by Theorems 31.2 and 32.1, we also have

\[ \mathcal{P}(X) = T^s_R \cup \mathcal{P}(X) = T^s_R \cup T^p_R \subseteq T^b_R,\]

and thus \( T^b_R = \mathcal{P}(X) \) also holds.
Remark 32.3. By using equality (1), we can also easily see that
\[ A \in \mathcal{T}_{R}^{t} \iff A^{c} \in \mathcal{T}_{R}^{t} \iff A^{c} \in \mathcal{T}_{R}^{s} \iff A \in \mathcal{T}_{R}^{s}. \]
Therefore, in addition to Corollary 32.2, we can also state that \( \mathcal{T}_{R}^{t} = \mathcal{T}_{R}^{s} \).

Now, in addition to Corollary 20.4, we can also state the following

**Corollary 32.4.** If \( \mathcal{R} \) is a nonvoid, properly topologically symmetric relator on \( X \), then for any \( A \subseteq X \), the following assertions are equivalent:

1. \( A \in \mathcal{T}_{\mathcal{R}}^{t} \);
2. \( A = \text{cl}_{R}(\text{int}_{\mathcal{R}}(A)) \).

**Proof.** By Remark 32.3 and the equalities \( c - o c \) and \( c \circ c = - \), we have
\[ A \in \mathcal{T}_{\mathcal{R}}^{t} \iff A \in \mathcal{T}_{\mathcal{R}}^{t} \iff A^{c} = A^{t - o c} \iff A = A^{c - o c} \iff A = A^{o - c}. \]

Moreover, from Theorem 32.1, by Theorems 20.1 and 28.1, we can also derive

**Corollary 32.5.** If \( \mathcal{R} \) is a nonvoid, properly topologically symmetric, topological relator on \( X \), then

1. \( \mathcal{T}_{\mathcal{R}}^{ps} = \mathcal{P}(X) \);
2. \( \mathcal{T}_{\mathcal{R}}^{s} = \mathcal{T}_{\mathcal{R}}^{p} \).

From Corollary 17.10, we know that a relator \( \mathcal{R} \) is properly topologically symmetric if and only if it is topologically simple and weakly symmetric.

Therefore, as a straightforward generalization of properly symmetric relators, we may also naturally consider here topologically simple relators.

**Theorem 32.6.** If \( \mathcal{R} \) is a topologically simple relator on \( X \) and \( \mathcal{R} = \bigcap \mathcal{R} \), then for any \( A \subseteq X \) we have

1. \( A \in \mathcal{T}_{\mathcal{R}}^{t} \) if and only if \( A \subseteq R^{-1}[R^{-1}[A^{t}]] \);
2. \( A \in \mathcal{T}_{\mathcal{R}}^{p} \) if and only if \( A \subseteq R^{-1}[R^{-1}[A]]' \);
3. \( A \in \mathcal{T}_{\mathcal{R}}^{s} \) if and only if there exists \( V \subseteq X \) such that \( R[V] \subseteq V \subseteq A \subseteq R^{-1}[V] \).
4. \( A \in \mathcal{T}_{\mathcal{R}}^{ps} \) if and only if there exists \( V \subseteq X \) such that \( A \cup R[V] \subseteq V \subseteq R^{-1}[A] \).

**Proof.** By Theorem 16.5, we have \( \mathcal{R}^{t} = [\mathcal{R}]^{t} \). Hence, by using Theorems 6.4 and 4.9, we can see that
\[ \text{cl}_{\mathcal{R}}(A) = \text{cl}_{\mathcal{R}}(A) = R^{-1}[A] \quad \text{and} \quad \text{int}_{\mathcal{R}}(A) = \text{int}_{\mathcal{R}}(A) = R^{-1}[A']' \]
for all \( A \subseteq X \). Moreover, by the corresponding definitions and Theorem 6.4, we can also see that
\[ A \in \mathcal{T}_{\mathcal{R}} \iff A \subseteq \text{int}_{\mathcal{R}}(A) \iff A \subseteq \text{int}_{\mathcal{R}}(A) \iff R[A] \subseteq A. \]

Hence, by Definition 19.2, it is clear that required assertions are true.

**Remark 32.7.** By Definitions 23.1 and 27.1, in addition to assertions (1)–(4), we can, for instance, also state that

(a) \( A \in \mathcal{T}_{\mathcal{R}}^{t} \) if and only if \( A = R^{-1}[R^{-1}[A]]' \);
(b) \( A \in \mathcal{T}_{\mathcal{R}}^{p} \) if and only if there exists \( V \subseteq X \) such that \( A \subseteq V \subseteq R^{-1}[A] \cap R^{-1}[R^{-1}[A']'] \).

By using our former results on the various refinements of relators, we can also easily prove the following

**Theorem 32.8.** For any \( \square = \ast, \# \) or \( \wedge \) and \( \kappa = s, p, q, ps, r, \alpha, \beta, \gamma, \delta, a \) or \( b \), we have
\[ \mathcal{T}_{\mathcal{R}}^{\square} = \mathcal{T}_{\mathcal{R}^{\square}}. \]
Proof. By Theorems 6.7 and 6.4, we have $\mathcal{R}^\triangleleft = \mathcal{R}^\triangleleft \wedge$. Thus, by Theorem 6.4 and the definition of $\mathcal{T}_R$, we have

$$\text{cl}_R = \text{cl}_{R^\triangleleft}, \quad \text{int}_R = \text{int}_{R^\triangleleft} \quad \text{and} \quad \mathcal{T}_R = \mathcal{T}_{R^\triangleleft}.$$ 

Hence, by Definitions 19.2, 23.1, 27.1 and 31.1, it is clear that the required equality is also true.

Remark 32.9. By [110, 29, 31, 27, 13, 10, 11], for any two relators $\mathcal{R}$ and $\mathcal{S}$ on $X$, the possible consequences and equivalents of the inclusion $\mathcal{T}_R \subseteq \mathcal{T}_S$ should also be investigated.

33. Topologically semi-open and preopen sets derived from the paratopological refinements of relators

In addition to Theorem 32.8, we can also prove the following

**Theorem 33.1.** If $\mathcal{R}$ is a non-degenerated relator on $X$, then for any $A \subseteq X$ the following assertions are equivalent:

1. $A \in \mathcal{T}_R^\triangleleft \setminus \{\emptyset\}$;
2. $A \in \mathcal{E}_R$ and $\mathcal{R}$ is non-partial.

Proof. By Definition 19.2, assertion (1) is equivalent to the statement that

(a) $A \subseteq \text{cl}_{R^\triangleleft} (\text{int}_{R^\triangleleft} (A))$ and $A \neq \emptyset$.

Therefore, if (1) holds, then in particular we have

(b) $\text{cl}_{R^\triangleleft} (\text{int}_{R^\triangleleft} (A)) \neq \emptyset$.

Next, we show that (b) already implies (2). For this, note that if $A \in \mathcal{E}_R$, then by Corollary 7.8 we have $\text{int}_{R^\triangleleft} (A) = \emptyset$. Therefore, if (b) holds, then

$$\text{cl}_{R^\triangleleft} (\emptyset) = \text{cl}_{R^\triangleleft} (\text{int}_{R^\triangleleft} (A)) \neq \emptyset.$$ 

Hence, by using Corollary 7.8, we can infer that $\emptyset \in D_R$. Thus, by Theorem 9.10, the relator $\mathcal{R}$ cannot be non-degenerated. This contradiction proves that (b) implies $A \in \mathcal{E}_R$.

However, if $A \in \mathcal{E}_R$, then by Corollary 7.8 we have $\text{int}_{R^\triangleleft} (A) = X$. Therefore, if (b) holds, then

$$\text{cl}_{R^\triangleleft} (X) = \text{cl}_{R^\triangleleft} (\text{int}_{R^\triangleleft} (A)) \neq \emptyset.$$ 

Hence, by using Corollary 7.8, we can infer that $X \in D_R$. Thus, by Theorem 9.8, the relator $\mathcal{R}$ is non-partial. Consequently, (b) implies (2), and thus (1) also implies (2).

In the sequel, we shall show that (2) implies that

(c) $\text{cl}_{R^\triangleleft} (\text{int}_{R^\triangleleft} (A)) = X$ and $A \neq \emptyset$.

For this, note that if $A \in \mathcal{E}_R$, then by Corollary 7.8, we have $\text{int}_{R^\triangleleft} (A) = X$. Moreover, if $\mathcal{R}$ is non-partial, then by Theorem 9.8 we have $\emptyset \notin \mathcal{E}_R$ and $X \in D_R$. Thus, in particular $A \neq \emptyset$. Moreover, by Corollary 7.8, we have $\text{cl}_{R^\triangleleft} (X) = X$. Therefore, if (2) holds, then in addition to $A \neq \emptyset$ we also have

$$\text{cl}_{R^\triangleleft} (\text{int}_{R^\triangleleft} (A)) = \text{cl}_{R^\triangleleft} (X) = X,$$

and thus (c) also holds.

Hence, since (2) $\implies$ (c) $\implies$ (a) $\implies$ (1), we can see that (2) also implies (1).

Now, by using the above theorem, we can also easily establish

**Corollary 33.2.** If $\mathcal{R}$ is a non-partial, non-degenerated relator on $X$, then

$$\mathcal{T}_{R^\triangleleft}^\wedge = \mathcal{E}_R \cup \{\emptyset\} \quad \text{with} \quad \emptyset \notin \mathcal{E}_R.$$ 

Proof. To prove this, note that by Theorem 33.1 we have $\mathcal{T}_{R^\triangleleft}^\wedge \setminus \{\emptyset\} = \mathcal{E}_R$. Moreover, by Definition 19.2, we have $\emptyset \in \mathcal{T}_{R^\triangleleft}$ for any relator $\mathcal{R}$ on $X$. And, by and Theorem 9.8, we have $\emptyset \notin \mathcal{E}_R$ for any non-partial relator $\mathcal{R}$ on $X$. 
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Concerning the family $T^p_{\mathcal{R}}$, instead of an analogue of Theorem 33.1, we can only prove the following counterpart of Corollary 33.2.

**Theorem 33.3.** If $\mathcal{R}$ is a non-partial, non-degenerated relator on $X$, then

$$T^p_{\mathcal{R}} = D_{\mathcal{R}} \cup \{\emptyset\} \quad \text{with} \quad \emptyset \notin D_{\mathcal{R}}.$$  

**Proof.** If $A \in T^p_{\mathcal{R}} \setminus \{\emptyset\}$, then by Definition 19.2 we have

(a) $A \subseteq \text{int}_{\mathcal{R}} (\text{cl}_{\mathcal{R}} (A))$ and $A \neq \emptyset$.

Thus, in particular we have

(b) $\text{int}_{\mathcal{R}} (\text{cl}_{\mathcal{R}} (A)) \neq \emptyset$.

Next, we show that (b) already implies $A \in D_{\mathcal{R}}$. For this, note that if $A \notin D_{\mathcal{R}}$, then by Corollary 7.8 we have $\text{cl}_{\mathcal{R}} (A) = \emptyset$. Therefore, if (b) holds, then

$$\text{int}_{\mathcal{R}} (\emptyset) = \text{int}_{\mathcal{R}} (\text{cl}_{\mathcal{R}} (A)) \neq \emptyset.$$  

Hence, by using Corollary 7.8, we can infer that $\emptyset \in E_{\mathcal{R}}$. Thus, by Theorem 9.8, the relator $\mathcal{R}$ cannot be non-partial. This contradiction proves that (b) implies $A \in D_{\mathcal{R}}$, and thus $A \in T^p_{\mathcal{R}} \setminus \{\emptyset\}$ also implies $A \in D_{\mathcal{R}}$.

In the sequel, we shall show that if $A \in D_{\mathcal{R}}$, then

(c) $\text{int}_{\mathcal{R}} (\text{cl}_{\mathcal{R}} (A)) = X$ and $A \neq \emptyset$.

For this, note that if $A \in D_{\mathcal{R}}$, then by Corollary 7.8 we have $\text{cl}_{\mathcal{R}} (A) = X$. Moreover, by Theorems 9.10 and 9.8, we have $\emptyset \notin D_{\mathcal{R}}$ and $X \in D_{\mathcal{R}}$. Thus, in particular $A \neq \emptyset$. Moreover, by Corollary 7.8, we have $\text{cl}_{\mathcal{R}} (X) = X$. Therefore, in addition to $A \neq \emptyset$, we also have

$$\text{int}_{\mathcal{R}} (\text{cl}_{\mathcal{R}} (A)) = \text{int}_{\mathcal{R}} (X) = X,$$

and thus (c) also holds. Hence, since $A \in D_{\mathcal{R}} \implies (c) \implies (a) \implies A \in T^p_{\mathcal{R}} \setminus \{\emptyset\}$, we can see that $A \in D_{\mathcal{R}}$ also implies $A \in T^p_{\mathcal{R}} \setminus \{\emptyset\}$.

Thus, we have proved that $T^p_{\mathcal{R}} \setminus \{\emptyset\} = D_{\mathcal{R}}$. Therefore, to obtain the required assertion, we need only note that, by Definition 19.2, we have $\emptyset \in T^p_{\mathcal{R}}$ for any relator $\mathcal{R}$ on $X$. Moreover, by Theorem 9.10 we have $\emptyset \notin D_{\mathcal{R}}$ for any non-degenerated relator $\mathcal{R}$ on $X$.

From Theorem 33.3 and Corollary 33.2, by using Theorem 23.4, we can derive

**Theorem 33.4.** If $\mathcal{R}$ is a non-partial, non-degenerated relator on $X$, then $T^c_{\mathcal{R}} = \{\emptyset, X\}$.

**Proof.** If $A \in T^c_{\mathcal{R}}$, then by Theorem 23.4 we have

$$A \in T^p_{\mathcal{R}} \quad \text{and} \quad A \in T^c_{\mathcal{R}},$$

and thus $A^c \in T^c_{\mathcal{R}}$. Hence, by using Theorem 33.3 and Corollary 33.2, we can infer that

$$\{A \in D_{\mathcal{R}} \text{ or } A = \emptyset\} \quad \text{and} \quad \{A^c \in E_{\mathcal{R}} \text{ or } A^c = \emptyset\},$$

and thus $A \notin D_{\mathcal{R}}$ or $A = X$. Therefore, if $A \in D_{\mathcal{R}}$, then only $A = X$ can hold. Hence, we can see that if $A \in T^c_{\mathcal{R}}$, then either $A = X$ or $A = \emptyset$ holds. Thus, $T^c_{\mathcal{R}} \subseteq \{\emptyset, X\}$.

On the other hand, from Theorems 33.3 and 9.8, we can see that $\emptyset, X \in T^p_{\mathcal{R}}$. Moreover, from Corollary 33.2 and Theorem 9.10, we can see that $\emptyset, X \in T^c_{\mathcal{R}}$, and thus also $\emptyset, X \in T^c_{\mathcal{R}}$. Therefore, by Theorem 23.4, we also have $\emptyset, X \in T^c_{\mathcal{R}}$, and thus also $\{\emptyset, X\} \subseteq T^c_{\mathcal{R}}$.

□
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34. Topologically quasi-open and pseudo-open sets derived from the paratopological refinements of relators

In addition to Theorem 33.1, we can also prove the following

**Theorem 34.1.** If $\mathcal{R}$ is a non-degenerated relator on $X$, then for any $A \subseteq X$ the following assertions are equivalent:

1. $A \in \mathcal{T}_{\mathcal{R}}^q \setminus \{\emptyset\}$;
2. there exists $V \in \mathcal{E}_R \cap \mathcal{D}_R$ such that $V \subseteq A$.

**Proof.** If (1) holds, then $A \neq \emptyset$. Moreover, by Definition 19.2, there exists $V \subseteq X$ such that $V \in \mathcal{T}_{\mathcal{R}}^q$ and $V \subseteq A \subseteq \text{cl}_{\mathcal{R}}(V)$.

Thus, in particular $\text{cl}_{\mathcal{R}}(V) \neq \emptyset$. Hence, by using Corollary 7.8, we can infer that $V \in \mathcal{D}_R$. Moreover, from Theorem 9.10, we can see that $\emptyset \notin \mathcal{D}_R$, and thus $V \neq \emptyset$. Furthermore, from Corollary 7.9, we can see that $\mathcal{T}_{\mathcal{R}}^q = \mathcal{E}_R \cup \{\emptyset\}$. Therefore, we necessarily have $V \in \mathcal{E}_R$, and thus (2) also holds.

On the other hand, if (2) holds, then we have both $V \in \mathcal{E}_R$ and $V \in \mathcal{D}_R$. Hence, by Corollary 7.8, we can see that $V \in \mathcal{T}_{\mathcal{R}}^q$. Moreover, from Theorem 9.10, we can see that $V \neq \emptyset$, and thus $A \neq \emptyset$. Furthermore, from Corollary 7.8, we can see that $\text{cl}_{\mathcal{R}}(V) = X$, and thus $A \subseteq \text{cl}_{\mathcal{R}}(V)$ trivially holds. Therefore, by Definition 19.2, assertion (1) also holds.

Now, by using the above theorem, we can also easily establish

**Corollary 34.2.** If $\mathcal{R}$ is a non-degenerated relator on $X$, then

$$\mathcal{T}_{\mathcal{R}}^q = \mathcal{E}_R \cap \mathcal{D}_R \cup \{\emptyset\} \quad \text{with} \quad \emptyset \notin \mathcal{D}_R.$$ 

**Proof.** To derive this from Theorem 34.1, note that $\mathcal{E}_R$ and $\mathcal{D}_R$ are ascending families of subsets of $X$. Therefore, if assertion (2) in Theorem 34.1 holds, then we necessarily have $A \in \mathcal{E}_R \cap \mathcal{D}_R$. Moreover, by Definition 19.2, we have $\emptyset \in \mathcal{T}_{\mathcal{R}}^q$. And, by Theorem 9.10, we have $\emptyset \notin \mathcal{D}_R$.

Analogously, to Theorem 34.1, we can also prove

**Theorem 34.3.** If $\mathcal{R}$ is a non-degenerated relator on $X$, then for any $A \subseteq X$ the following assertions are equivalent:

1. $A \in \mathcal{T}_{\mathcal{R}}^{ps} \setminus \{\emptyset\}$;
2. $A \in \mathcal{D}_R$ and there exists $V \in \mathcal{E}_R$ such that $A \subseteq V$.

**Proof.** If (1) holds, then $A \neq \emptyset$. Moreover, by Definition 19.2, there exists $V \subseteq X$ such that $V \in \mathcal{T}_{\mathcal{R}}^{ps}$ and $A \subseteq V \subseteq \text{cl}_{\mathcal{R}}(A)$.

Thus, in particular $V \neq \emptyset$ and $\text{cl}_{\mathcal{R}}(A) \neq \emptyset$. Hence, by using Corollary 7.8, we can infer that $A \in \mathcal{D}_R$. Moreover, from Corollary 7.9, we can see that $\mathcal{T}_{\mathcal{R}}^{ps} = \mathcal{E}_R \cup \{\emptyset\}$. Therefore, $V \in \mathcal{E}_R$, and thus (2) also holds.

On the other hand, if (2) holds, then by Theorem 9.10 and Corollary 7.8 we have $A \neq \emptyset$ and $\text{cl}_{\mathcal{R}}(A) = X$. Thus, we trivially have $V \subseteq \text{cl}_{\mathcal{R}}(A)$. Moreover, from Corollary 7.9, we can see that $V \in \mathcal{T}_{\mathcal{R}}^{ps}$. Therefore, by Definition 19.2, assertion (1) also holds.

Now, by using the above theorem, we can also easily establish

**Corollary 34.4.** If $\mathcal{R}$ is a non-degenerated relator on $X$, then

$$\mathcal{T}_{\mathcal{R}}^{ps} = \mathcal{D}_R \cup \{\emptyset\} \quad \text{with} \quad \emptyset \notin \mathcal{D}_R.$$ 

**Proof.** To derive this from Theorem 34.3, note that, by Definition 19.2, for any relator $\mathcal{R}$ on $X$ we have $\emptyset \in \mathcal{T}_{\mathcal{R}}^{ps}$. Moreover, by Theorem 9.10, we have $X \in \mathcal{E}_R$. Therefore, in assertion (2) of Theorem 34.3, we can take $V = X$. Furthermore, by Theorem 9.10, we have $\emptyset \notin \mathcal{D}_R$. 
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Remark 34.5. If $\mathcal{R}$ is a non-partial, non-degenerated relator on $X$, then by Theorem 33.3 and Corollary 34.4 we have $\mathcal{T}^\alpha_{\mathcal{R}^0} = \mathcal{T}^\alpha_{\mathcal{R}^0}$.

However, the following theorem shows that, for a non-degenerated relator $\mathcal{R}$ on $X$, the above equality need not be true.

Theorem 34.6. If $\mathcal{R}$ is a partial relator on $X$, then $\mathcal{T}^\alpha_{\mathcal{R}^0} = \{\emptyset\}$ and $\mathcal{T}^\alpha_{\mathcal{R}^0} = \mathcal{P}(X)$.

Proof. By Theorem 9.8, we have $\emptyset \in \mathcal{E}_\mathcal{R}$ and $X \notin \mathcal{D}_\mathcal{R}$. Hence, since $\mathcal{D}_\mathcal{R}$ is an ascending family of subsets of $X$, we can see that, for any $A \subseteq X$, we also have $A \notin \mathcal{D}_\mathcal{R}$. Now, by using Corollary 7.8, we can see that $\text{int}_{\mathcal{R}^0}(\text{cl}_{\mathcal{R}^0}(A)) = \text{int}_{\mathcal{R}^0}(\emptyset) = X$.

Thus, by Definition 19.2, we have $\mathcal{T}^\alpha_{\mathcal{R}^0} = \mathcal{P}(X)$. Moreover, by Corollary 34.4, we can also see that $\mathcal{T}^\alpha_{\mathcal{R}^0} = \mathcal{D}_\mathcal{R} \cup \{\emptyset\} = \emptyset \cup \{\emptyset\} = \{\emptyset\}$.

Namely, since $\mathcal{R}$ is a partial relator on $X$, there exist $x \in X$ and $R \in \mathcal{R}$ such that $R(x) = \emptyset$. Thus, in particular $X \neq \emptyset$ and $\mathcal{R} \neq \emptyset$. Therefore, $\mathcal{R}$ is a non-degenerated relator on $X$. \hfill $\square$

35. Topologically $\alpha$–open, $\beta$–open, $\gamma$–open and $\delta$–open sets derived from the paratopological refinements of relators

By using Theorems 9.8 and 9.10 and Corollary 7.8, we can also prove

Theorem 35.1. If $\mathcal{R}$ is a non-partial, non-degenerated relator on $X$, then

$$\mathcal{T}^\alpha_{\mathcal{R}^0} = \mathcal{E}_\mathcal{R} \cup \{\emptyset\} \quad \text{with} \quad \emptyset \notin \mathcal{E}_\mathcal{R}.$$  

Proof. If $A \in \mathcal{T}^\alpha_{\mathcal{R}^0}$, then by Definition 27.1 we have

$$A \subseteq \text{int}_{\mathcal{R}^0}(\text{cl}_{\mathcal{R}^0}(\text{int}_{\mathcal{R}^0}(A))).$$

Hence, if $A \neq \emptyset$, we can infer that

$$\text{int}_{\mathcal{R}^0}(\text{cl}_{\mathcal{R}^0}(\text{int}_{\mathcal{R}^0}(A))) \neq \emptyset.$$  

Therefore, by Corollary 7.8, we necessarily have

$$\text{cl}_{\mathcal{R}^0}(\text{int}_{\mathcal{R}^0}(A)) \in \mathcal{E}_\mathcal{R}.$$  

Moreover, from Theorem 9.8, we can see that $\emptyset \notin \mathcal{E}_\mathcal{R}$, and thus

$$\text{cl}_{\mathcal{R}^0}(\text{int}_{\mathcal{R}^0}(A)) \neq \emptyset.$$  

Hence, by using Corollary 7.8, we can infer that $\text{int}_{\mathcal{R}^0}(A) \in \mathcal{D}_\mathcal{R}$. Moreover, from Theorem 9.10, we can see that $\emptyset \notin \mathcal{D}_\mathcal{R}$, and thus $\text{int}_{\mathcal{R}^0}(A) \neq \emptyset$. Hence, by using Corollary 7.8, we can already infer that $A \in \mathcal{E}_\mathcal{R}$. Thus, we have proved that $\mathcal{T}^\alpha_{\mathcal{R}^0} \subseteq \mathcal{E}_\mathcal{R}$, and hence $\mathcal{T}^\alpha_{\mathcal{R}^0} \subseteq \mathcal{E}_\mathcal{R} \cup \{\emptyset\}$.

On the other hand, if $A \in \mathcal{E}_\mathcal{R}$, then by Corollary 7.8 we have $\text{int}_{\mathcal{R}^0}(A) = \emptyset$. Moreover, from Theorem 9.8, we can see that $X \in \mathcal{D}_\mathcal{R}$. Hence, by using Corollary 7.8, we can infer that

$$\text{cl}_{\mathcal{R}^0}(\text{int}_{\mathcal{R}^0}(A)) = \text{cl}_{\mathcal{R}^0}(X) = X.$$  

Moreover, from Theorem 9.10, we can see that $X \in \mathcal{E}_\mathcal{R}$. Hence, by using Corollary 7.8, we can infer that

$$\text{int}_{\mathcal{R}^0}(\text{cl}_{\mathcal{R}^0}(\text{int}_{\mathcal{R}^0}(A))) = \text{int}_{\mathcal{R}^0}(X) = X.$$  

Therefore,

$$A \subseteq \text{int}_{\mathcal{R}^0}(\text{cl}_{\mathcal{R}^0}(\text{int}_{\mathcal{R}^0}(A)))$$,  

and thus $A \in \mathcal{T}^\alpha_{\mathcal{R}^0}$ trivially holds. Thus, we have proved that $\mathcal{E}_\mathcal{R} \subseteq \mathcal{T}^\alpha_{\mathcal{R}^0}$. Hence, since $\emptyset \in \mathcal{T}^\alpha_{\mathcal{R}^0}$ trivially holds, we can see that $\mathcal{E}_\mathcal{R} \cup \{\emptyset\} \subseteq \mathcal{T}^\alpha_{\mathcal{R}^0}$ is also true. \hfill $\square$
Now, quite similarly, we can also prove the following

**Theorem 35.2.** If $R$ is a non-partial, non-degenerated relator on $X$, then

$$T^\beta_{R^p} = D_R \cup \{\emptyset\} \quad \text{with} \quad \emptyset \notin D_R.$$  

**Remark 35.3.** Thus, in contrast to Theorem 27.6, we usually have $T^\alpha_{R^p} \subsetneq T^\beta_{R^p}$. This, in accordance with Remark 11.11, also shows that the relator $R^\delta$ is not, in general, reflexive.

By [132, Definition 31.1] relator $R$ on $X$ to $Y$ may be naturally called hyperconnected if $E_R \subseteq D_R$. That is, the identity function $\Delta_Y$ of $Y$ is fatness reversing in the sense of [168, Definition 12.3].

Such relators have several remarkable properties. For instance, it can be easily shown that a relator $R$ is hyperconnected if and only if $R(x) \cap S(y) \neq \emptyset$ for all $x, y \in X$ and $R, S \in R$.

Thus, in particular, a hyperconnected relator is non-partial. Therefore, if $R$ is a non-degenerated, hyperconnected relator on $X$, then by Theorems 35.1 and 35.2 we already have $T^\alpha_{R^p} \subseteq T^\beta_{R^p}$.

Now, by using Corollaries 7.8 and 33.2, we can also prove the following

**Theorem 35.4.** If $R$ is a non-partial, non-degenerated relator on $X$, then for any $A \subseteq X$ the following assertions are equivalent:

1. $A \in T^\gamma_{R^p} \setminus \{\emptyset\}$;
2. $A \in D_R$ and there exists $V \in E_R$ such that $A \subseteq V$.

**Proof.** If (1) holds, then $A \neq \emptyset$. Moreover, by Definition 27.1, there exists $V \subseteq X$ such that

$$V \in T^\gamma_{R^p} \quad \text{and} \quad A \subseteq V \subseteq \text{cl}_{R^p}(A).$$

Thus, in particular, $V \neq \emptyset$ and $\text{cl}_{R^p}(A) \neq \emptyset$ also hold. Hence, by using Corollaries 33.2 and 7.8, we can already infer that $V \in E_R$ and $A \in D_R$. Therefore, (2) also holds.

Conversely, if (2) holds, then by using Corollaries 33.2 and 7.8 we can see that

$$V \in T^\gamma_{R^p} \quad \text{and} \quad \text{cl}_{R^p}(A) = X.$$  

Thus, in particular $V \subseteq \text{cl}_{R^p}(A)$ trivially holds. Hence, by Definition 27.1, we can see that $T^\gamma_{R^p}$. Moreover, by Theorem 9.10, we can also note that $A \neq \emptyset$. Thus, (1) also holds. □

Hence, analogously to Corollary 34.4, we can also derive

**Corollary 35.5.** If $R$ is a non-partial, non-degenerated relator on $X$, then

$$T^\delta_{R^p} = D_R \cup \{\emptyset\} \quad \text{with} \quad \emptyset \notin D_R.$$  

Concerning the family $T^\delta_{R^p}$, instead of an analogue of Theorem 35.4, we can only prove the following counterpart of Corollary 35.5.

**Theorem 35.6.** If $R$ is a non-partial, non-degenerated relator on $X$, then

$$T^\delta_{R^p} = D_R \cup \{\emptyset\} \quad \text{with} \quad \emptyset \notin D_R.$$  

**Proof.** If $A \in T^\delta_{R^p}$, then by Definition 27.1 there exists $V \subseteq X$ such that

$$V \in T^\delta_{R^p} \quad \text{and} \quad V \subseteq A \subseteq \text{cl}_{R^p}(V).$$

Hence, if $A \neq \emptyset$, then we can infer that $\text{cl}_{R^p}(V) \neq \emptyset$. Thus, by Corollary 7.8, we necessarily have $V \in D_R$. Hence, since $D_R$ is ascending, it is clear that $A \in D_R$ also holds. This already shows that $T^\delta_{R^p} \subseteq D_R \cup \{\emptyset\}$.

On the other hand, if $A \in D_R$, then by using Theorem 33.3 and Corollary 7.8, we can see that

$$A \in T^\delta_{R^p} \quad \text{and} \quad \text{cl}_{R^p}(V) = X.$$  

Hence, by taking $V = A$, we can see that

$$V \in T^\delta_{R^p} \quad \text{and} \quad V \subseteq A \subseteq \text{cl}_{R^p}(V).$$  

Thus, by Definition 27.1, we also have $A \in T^\delta_{R^p}$. Hence, since $\emptyset \in T^\delta_{R^p}$ is always true, we can already infer that $D_R \cup \{\emptyset\} \subseteq T^\delta_{R^p}$. □
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36. A Further Illustrating Example and a Diagram

The following example will show that, for a non-reflexive relator $R$, the six inclusions derivable from Theorems 19.6 and 27.5 need not be true.

**Example 36.1.** If $X = \{1, 2, 3\}$, and $R_1$ and $R_2$ are relations on $X$ such that

$R_1(1) = \{1\}$, $R_1(2) = \{1\}$, $R_1(3) = \{2, 3\}$;

$R_2(1) = \{1\}$, $R_2(2) = \{2, 3\}$, $R_2(3) = \{1, 2\}$;

then $R = \{R_1, R_2\}$ is a non-partial relator on $X$ such that:

1. $T_R^k = \emptyset, X$;
2. $T_R = T_R^\delta \cup \{\{2, 3\}\}$;
3. $T_R^a = T_R^p = \emptyset, \{1\}, \{1, 2\}, X$;
4. $T_R^d = T_R^p = T_R^a = T_R^b = T_R^g = T_R^h = T_R^i = T_R^j = T_R^k \cup \{\{1, 3\}\}$.

To check this, recall that for any $x \in X$ and $A \subseteq X$ we have

$x \in A^\circ \iff \exists R \in R: R(x) \subseteq A$  \(\iff x \in A^- \iff \forall R \in R: R(x) \cap A \neq \emptyset\).

Therefore, concerning the relevant operations on subsets of $X$, we can state:

<table>
<thead>
<tr>
<th>$A$</th>
<th>$A^\circ$</th>
<th>$A^-$</th>
<th>$A^{\circ-}$</th>
<th>$A^{-\circ}$</th>
<th>$A^{\circ-o}$</th>
<th>$A^{-\circ}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>${1}$</td>
<td>${1, 2}$</td>
<td>${1}$</td>
<td>$X$</td>
<td>${1, 2}$</td>
<td>$X$</td>
<td>$X$</td>
</tr>
<tr>
<td>${2}$</td>
<td>$\emptyset$</td>
<td>${3}$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>${3}$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>${1, 2}$</td>
<td>$X$</td>
<td>$X$</td>
<td>$X$</td>
<td>$X$</td>
<td>$X$</td>
<td>$X$</td>
</tr>
<tr>
<td>${1, 3}$</td>
<td>${1, 2}$</td>
<td>$X$</td>
<td>$X$</td>
<td>$X$</td>
<td>$X$</td>
<td>$X$</td>
</tr>
<tr>
<td>${2, 3}$</td>
<td>${2, 3}$</td>
<td>${3}$</td>
<td>${3}$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>$X$</td>
<td>$X$</td>
<td>$X$</td>
<td>$X$</td>
<td>$X$</td>
<td>$X$</td>
<td>$X$</td>
</tr>
</tbody>
</table>

By using Theorems 19.5, 19.6, 23.4, 27.3, 27.4, 27.5, 31.2 and 31.3, we can easily establish the following
Diagram 36.2. For a reflexive relator $\mathcal{R}$ on $X$, the following implications hold:

\[
A \in T^\delta_\mathcal{R} \Rightarrow A \in T^\beta_\mathcal{R} \Rightarrow A \in T^b_\mathcal{R} \Rightarrow A \in T^p_\mathcal{R} \Rightarrow A \in T^\gamma_\mathcal{R} \Rightarrow A \in T^\alpha_\mathcal{R} \Rightarrow A \in T^q_\mathcal{R} \Rightarrow A \in T^\psi_\mathcal{R} \Rightarrow A \in T_\mathcal{R}
\]

Remark 36.3. Note that, by Theorems 19.5, 23.4 and 31.2, nine from the above implications do not require the relator $\mathcal{R}$ to be reflexive.

37. Two Clarifying Examples to the Above Diagram

The following simple example will show only that eight implications in Diagram 1 are not reversible.

Example 37.1. If $X = \{1, 2, 3\}$ and $R$ is a relation on $X$ such that

\[
R(1) = \{1, 2\} \quad \text{and} \quad R(2) = R(3) = X,
\]

then $\mathcal{R} = \{R\}$ is a reflexive relator on $X$ such that:

1. $T_\mathcal{R} = T^\delta_\mathcal{R} = T^\beta_\mathcal{R} = \emptyset, X$;
2. $T^a_\mathcal{R} = T^b_\mathcal{R} = T^p_\mathcal{R} = \emptyset, \{1, 2\}, X$;
3. $T^\gamma_\mathcal{R} = T^\alpha_\mathcal{R} = T^q_\mathcal{R} = T^\psi_\mathcal{R} = T^\delta_\mathcal{R} = \mathcal{P}(X) \setminus \{3\}$.

To check this, note that now we have:
The following, more difficult example will already show that sixteen implications in Diagram 1 are not reversible.

**Example 37.2.** If \(X = \{1, 2, 3, 4\}\) and \(R_1\) and \(R_2\) are relations on \(X\) such that

\[
R_1(1) = R_1(2) = \{1, 2, 3\}, \quad R_1(3) = R_1(4) = \{1, 3, 4\};
\]

\[
R_2(1) = \{1, 2, 3\}, \quad R_2(2) = \{1, 2\}, \quad R_2(3) = R_2(4) = \{3, 4\};
\]

then \(\mathcal{R} = \{R_1, R_2\}\) is a reflexive relator on \(X\) such that:

1. \(\mathcal{T}_\mathcal{R} = \mathcal{T}_\mathcal{R}^0 \cup \{1\}\)\(^\circ\);
2. \(\mathcal{T}_\mathcal{R} = \mathcal{T}_\mathcal{R} \cup \{2\}\)\(^\circ\);
3. \(\mathcal{T}_\mathcal{R} = \mathcal{T}_\mathcal{R}^0 \cup \{1, 3, 4\}\);
4. \(\mathcal{T}_\mathcal{R} = \mathcal{T}_\mathcal{R}^0 \cup \{1, 2\}\);
5. \(\mathcal{T}_\mathcal{R} = \mathcal{P}(X) \setminus \{1\}\);
6. \(\mathcal{T}_\mathcal{R} = \mathcal{P}(X) \setminus \{2\}\);
7. \(\mathcal{T}_\mathcal{R} = \mathcal{P}(X) \setminus \{1\}\);
8. \(\mathcal{T}_\mathcal{R} = \mathcal{P}(X)\).

To check this, note that now we have:
Remark 37.3. Examples 37.1 and 37.2, together, already show that seventeen implications in Diagram 36.2 are not reversible.

However, unfortunately, they cannot be used to show that the remaining implication $A \in T^γ_R \Rightarrow A \in T^β_R$ is also not reversible.

Note that, by Theorem 27.3, the above implication does not require the relator $R$ to be reflexive. Moreover, if $R$ is topological, then by Theorem 30.2 the reverse implication is also true.
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